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Abstract

In the thesis is developed an invariant quantization procedure of classical Hamiltonian mechanics. The procedure is based on a deformation quantization theory, which is used to introduce quantization in arbitrary canonical coordinates as well as in a coordinate independent way. In this approach to quantization a classical Poisson algebra of a classical system is deformed to an appropriate non-commutative algebra of smooth functions on a phase space. The non-commutative product from this quantum Poisson algebra is called a star-product. In addition to the star-product, on the quantum Poisson algebra is introduced a deformed Poisson bracket and an involution being a deformation of the complex-conjugation of functions. To each measurable quantity corresponds a function from the quantum Poisson algebra, self-conjugated with respect to the quantum involution, i.e. quantum observable. Thus, a quantization is fixed by a choice of a deformation of the classical Poisson algebra, and an assignment to measurable quantities quantum observables. It is discussed that for a given classical system its quantization is not specified uniquely and there may exist many different quantizations. A notion of equivalent quantizations is introduced, which allows for a systematic characterization of different quantizations.

The developed formalism of quantum mechanics uses a mathematical language similar to that of classical Hamiltonian mechanics. This allows to introduce in quantum theory analogs of many concepts from classical theory. For instance, in the thesis are introduced quantum canonical (Darboux) coordinates and transformations between them. Moreover, a notion of almost global coordinates is defined. These are the only coordinates in which it is meaningful to consider quantum systems.

For particular examples of phase spaces are introduced canonical star-products. In particular, on a cotangent bundle to a general Riemannian manifold is defined a two-parameter family of star-products, which reproduces most of the results received by different approaches to quantization found in the literature. The introduced star-products were written in a covariant form. Moreover, it was proved that for a given coordinate system, which is at the same time classical and quantum canonical, a general star-product on a general phase space is equivalent with the Moyal product.

The operator representation of quantum mechanics is constructed for a general quantization and arbitrary canonical coordinates. A very general family of orderings of operators of position and momentum (containing all orderings found in the literature) is introduced. It is shown that for different quantizations and canonical coordinates correspond different orderings. This fact allowed to construct an operator representation of quantum mechanics in a consistent way for any canonical coordinates as well as in a coordinate independent way. The construction is illus-
trated with examples of quantum mechanical operators corresponding to observables linear, quadratic and cubic in momenta. Moreover, as an another example, a quantization of the hydrogen atom is presented.

Finally, using the developed formalism, a quantum analog of classical trajectories in phase space is introduced. Quantum trajectories are defined as integral curves of quantum Hamiltonian vector fields. A quantum action of a quantum flow on observables, which is a deformation of the respective classical action, is presented in an explicit form. Then, it is shown that a set of quantum flows has a structure of a group with multiplication being a deformation of the ordinary composition of flows. The theory of quantum trajectories is illustrated with examples of quantum systems.
Streszczenie — Abstract in Polish


O strukturze algebraicznej kwantowej algebry Poissona można myśleć jak o wyznaczającej kwantową georię przestrzeni fazowej, podobnie jak klasyczna algebra Poissona wyznacza klasyczną przestrzeń fazową. Ponadto struktura kwantowej algebry Poissona użyta została do zdefiniowania stanów kwantowych oraz ewolucji czasowej układów kwantowych, poprzez analogię z przypadkiem klasycznym.

Rozwijany formalizm mechaniki kwantowej używa języka matematyki podobnego do tego opisującego klasyczną mechanikę hamiltonowską. Pozwala to wprowadzić w teorii kwantów analogii wielu pojęć z teorii klasycznej. Przykładowo w pracy wprowadzone zostały kwantowo kanoniczne współrzędne (kwantowe współrzędne Darboux) oraz transformacje pomiędzy nimi. Ponadto zdefiniowane zostało pojęcie prawie globalnego układu współrzędnych. Są to jedyne współrzędne, w których ma sens rozpatrywać układy kwantowe.

która odtwarza większość rezultatów otrzymanych różnymi podejściami do kwantyzacji spotykanych w literaturze. Skonstruowane gwiazdka-iloczyny zostały zapisane w postaci kwadratowej. Ponadto udowodniono, że dla układu współrzędnych, który jest jednocześnie klasycznym i kwantowo kanonicznym, ogólny gwiazdka-iloczyn na ogólnej przestrzeni fazowej jest równoważny z iloczynem Moyal'a.


Na zakończenie, używając rozwijanego formalizmu, wprowadzony został kwantowy analog klasycznych trajektorii na przestrzeni fazowej. Kwantowe trajektorie zdefiniowane zostały jako krzywe całkowe kwantowych pól hamiltonowskich. Zaprezentowana została postać kwantowego działania kwantowych potoków fazowych na obserwable, które jest deformacją klasycznego działania. Następnie pokazano, że zbiór kwantowych potoków fazowych posiada strukturę grupy z mnożeniem będącą deformacją zwykłego składania potoków. Teoria trajektorii kwantowych zilustrowana została różnymi przykładami układów kwantowych.
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Chapter 1
Introduction

Quantum mechanics proved to be a proper theory to describe physical systems in a micro scale. However, after over 100 years of development there is still lack of a consistent quantization procedure of classical systems. The most common approach to quantum theory is the Hilbert space approach. In this approach we associate with every measurable quantity a self-adjoint operator defined on a Hilbert space. If we have some classical system and we would like to quantize it, then first we have to find a correspondence between classical observables and operators on a certain Hilbert space. In a Hamiltonian description of classical mechanics observables are defined as real-valued functions on a phase space, and the passage to quantum mechanics is done using Weyl quantization rule. The Weyl quantization rule states that to functions on a phase space one associates operators by formally replacing $q^i$ and $p_j$ coordinates in classical observable with operators $\hat{q}^i$, $\hat{p}_j$ of position and momentum, and symmetrically ordering them. By such procedure one can quantize every classical Hamiltonian system. Note however, that this procedure works only for systems whose phase space is $\mathbb{R}^{2N}$. Moreover, quantization has to be performed in Cartesian coordinates. Even in that well recognized case a natural question appears: whether the Weyl quantization is a unique choice? In other words, whether there are other quantization procedures which are consistent with physical experiments.

The proper quantization procedure should be possible to perform for a system defined on a general phase space and in any coordinate system. However, if we would take a classical system and naively perform a quantization according to the Weyl quantization rule, for two different canonical coordinates, then in general we would not get equivalent quantum systems. As an example let us consider a hydrogen atom which Hamiltonian in Cartesian coordinates is given by the formula

$$H(x, y, z, p_x, p_y, p_z) = \frac{p_x^2 + p_y^2 + p_z^2}{2m} - \frac{1}{4\pi \epsilon_0} \frac{e^2}{\sqrt{x^2 + y^2 + z^2}}.$$ 

In accordance to the Weyl quantization rule to this function will correspond the following operator

$$H(\hat{q}_x, \hat{q}_y, \hat{q}_z, \hat{p}_x, \hat{p}_y, \hat{p}_z) = -\frac{\hbar^2}{2m} \Delta - \frac{1}{4\pi \epsilon_0} \frac{e^2}{\sqrt{x^2 + y^2 + z^2}},$$

where $\Delta = \partial_x^2 + \partial_y^2 + \partial_z^2$ is the Laplace operator in the Cartesian coordinates. If we will now consider this system in spherical polar coordinates then the Hamiltonian
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$H$ takes the form

$$H(r, \theta, \phi, p_r, p_\theta, p_\phi) = \frac{1}{2m} \left(p_r^2 + \frac{p_\theta^2}{r^2} + \frac{p_\phi^2}{r^2 \sin^2 \theta}\right) - \frac{1}{4\pi\varepsilon_0} \frac{e^2}{r},$$

and operators of position and momentum corresponding to spherical polar coordinates are given by

$$\hat{q}_r = r, \quad \hat{q}_\theta = \theta, \quad \hat{q}_\phi = \phi,$$

$$\hat{p}_r = -i\hbar \left(\partial_r + \frac{1}{r}\right), \quad \hat{p}_\theta = -i\hbar \left(\partial_\theta + \frac{1}{2\tan \theta}\right), \quad \hat{p}_\phi = -i\hbar \partial_\phi.$$

The function $H$ of symmetrically ordered operators $\hat{q}_r, \hat{q}_\theta, \hat{q}_\phi, \hat{p}_r, \hat{p}_\theta, \hat{p}_\phi$ of position and momentum will not be an operator unitarily equivalent with the operator $H(\hat{q}_x, \hat{q}_y, \hat{q}_z, \hat{p}_x, \hat{p}_y, \hat{p}_z)$ derived for Cartesian coordinates.

As we will show later on this apparent inconsistency of quantization can be solved by a proper choice of quantum observables in new coordinates, i.e. by performing an appropriate deformation of classical observables written in new coordinates, or alternatively by using different ordering rules of position and momentum operators for different coordinates. The situation gets even more complicated when we consider non-flat configuration spaces. In such case there are very few experiments which could distinguish quantization rules.

The problem of quantization in arbitrary coordinates on a configuration space was evident in early days of quantum mechanics. The majority of efforts was related to an invariant quantization of Hamiltonians quadratic in momenta. The construction of a quantum Hamiltonian in flat and non-flat cases was considered by many authors (see for example several relevant papers [1–9]). Much less results concern an invariant quantization of Hamiltonians cubic in momenta [10, 11]. However, to our knowledge, there does not exist general solution valid for any classical observable and canonical coordinates.

Possibility of considering quantum systems in different canonical coordinates is connected with the theory of canonical transformations in quantum mechanics. The development of the theory of canonical transformations of coordinates in quantum mechanics is mainly contributed to Jordan, London and Dirac back in 1925 [12–18] and it is still an area of intense research.

In the usual approach to canonical transformations in quantum mechanics one identifies canonical transformations with unitary operators defined on a Hilbert space. Such approach was used by Mario Moshinsky and his collaborators in a series of papers [19–23]. Also other researchers used such approach [24–26]. Worth noting are also papers of Anderson [27, 28] where an extension of canonical transformations to non-unitary operators is presented. Nevertheless, after so many years of efforts, there is still lack of a general theory of coordinate transformations in quantum mechanics, including a satisfactory complete theory of canonical transformations.

Although, the usual Hilbert space approach to quantum mechanics is very popular it is not the best approach for developing a theory of quantization in any canonical coordinate systems and to characterize different quantizations. It seems that the best approach to quantum theory to achieve these tasks is the phase space quantum mechanics. This approach is also very natural for introducing quantization
and is described by a mathematical language similar to that of a classical Hamiltonian mechanics. This allows to introduce many concepts from classical theory to its quantum counterpart, like coordinate systems, coordinate transformations and trajectories on phase space. The standard Hilbert space approach to quantum mechanics is then reproduced as an appropriate operator space representation of phase space quantum mechanics.

The theory of trajectories on phase space plays an important role in a description of time evolution of classical systems. From the very beginning of quantum physics, efforts have been taken to formulate some kind of an analogue of phase space trajectories in quantum mechanics [18]. The most common approaches to quantum dynamics are the de Broglie-Bohm approach [29–33] and the average value approach [34, 35]. Worth noting is also the paper [36] written by Rieffel where he considers a classical limit of a quantum time evolution in the framework of a strict deformation quantization.

Furthermore, the phase space approach to quantum mechanics makes it possible to introduce, in a natural way, an analog of classical trajectories in quantum mechanics (see [37, 38] and references therein). In this approach one considers the Heisenberg evolution of fundamental observables of position and momentum, being $\hbar$-deformation of the classical Hamiltonian evolution. Moreover, the deformation to an arbitrary order can be calculated by an $\hbar$-hierarchy of recursive first order linear partial differential equations [37–39]. The time evolution of observables cannot be given as a simple composition of observables with a quantum flow. For this reason Dias and Prata [37], and Krivoruchenko and Faessler [38] considered observables as $\star$-functions and a quantum phase space as a plane of non-commuting variables. Then the action of a flow on observables was given as a $\star$-composition.

The thesis is organized as follows. In Chapter 2 we review classical Hamiltonian mechanics. The theory is described in a language of differential geometry. The definitions of basic objects of the theory are given including a phase space, Poisson algebra, observables, states, and canonical coordinates. We present characterization of states which will be used when defining quantum states. Also we introduce a concept of almost global coordinates which will be intensively used during a quantization process. Moreover, the thorough description of time evolution of classical systems is presented including a definition of trajectories on a phase space which quantum counterpart will be developed in Chapter 5.

In Chapter 3 we present the general theory of quantization based on deformation of classical Hamiltonian mechanics. Although the deformation approach to quantization is not new and has a long history, usually in the literature one does not find quantum mechanics introduced in a fully invariant form. The deformation quantization is considered either from purely mathematical perspective, or in some particular coordinates, usually Cartesian on $\mathbb{R}^{2N}$. In the thesis we develop a fully invariant deformation quantization procedure of classical mechanics.

In the first section of Chapter 3 we review the theory of deformations of symplectic manifolds. A symplectic manifold represents a phase space of the system. The geometric structure of a symplectic manifold $M$ is fully specified by its Poisson algebra $C^\infty(M)$. By deforming the algebra $C^\infty(M)$ to some non-commutative algebra we can think of it as describing a non-commutative symplectic manifold (non-commutative phase space). By a deformation of the Poisson algebra $C^\infty(M)$
is understood a space \( C^\infty(M)[\nu] \) of formal power series in \( \nu \) with coefficients in \( C^\infty(M) \), together with a non-commutative product \( \star \), called a star-product, which in the limit \( \nu \to 0 \) reduces to the ordinary point-wise product of functions. In addition, on the space \( C^\infty(M)[\nu] \) we introduce a deformed Poisson bracket given by

\[
[f, g]_{\star} = \frac{1}{\nu} (f \star g - g \star f) = \{f, g\} + o(\nu),
\]

and an involution \( * \) which in the limit \( \nu \to 0 \) reduces to the complex-conjugation of functions. As the deformation parameter \( \nu \) is taken \( i\hbar \). The deformation of a phase space is the main ingredient of the process of quantization.

A star-product on a given symplectic manifold is not defined uniquely. This is one of the sources of the existence of different quantizations of a given classical system. However, some star-products are equivalent in the sense that there exists a morphism \( S \) on \( C^\infty(M)[\nu] \) intertwining them.

Section 3.2 contains a detailed description of a quantization procedure. A quantization of a given classical Hamiltonian system is performed first by deforming a phase space of the system to a non-commutative phase space in accordance to the theory of deformations of symplectic manifolds described in the previous section. That is, the classical Poisson algebra \( A_C(M) = (C^\infty(M), \cdot, \{\cdot, \cdot\}, \bar{\cdot}) \) is deformed to a quantum Poisson algebra \( A_Q(M) = (C^\infty(M)[\hbar], \star, [\cdot, \cdot], \bar{\cdot}) \). The second step of the quantization process is assignment to every measurable quantity an element of \( C^\infty(M)[\hbar] \) self-adjoint with respect to the involution \( * \) from \( A_Q(M) \), i.e. an observable. Usually in the literature as observables are taken the same functions as in the classical case, even when the involution \( * \) is not the complex-conjugation. However, we use a different approach and take as quantum observables \( \hbar \)-deformations of classical observables. This crucial innovation allowed to characterize quantizations in a concise way. In particular, equivalent star-products can give equivalent quantizations if we appropriately assign to measurable quantities elements of \( C^\infty(M)[\hbar] \).

Also, as an interesting consequence, for some involutions \( * \) observables may be complex-valued functions.

Quantum states and time evolution of a quantum system are defined in an analogous way as in the classical case. The point-wise product \( \cdot \) of functions and the Poisson bracket \( \{\cdot, \cdot\} \) have to be replaced by the \( \star \)-product and the deformed Poisson bracket \( [\cdot, \cdot] \). This is a consequence of the fact that the algebraic structure of the algebra of observables (Poisson algebra) defines states and time evolution.

The mathematical language used to introduce quantum mechanics is similar to that of classical Hamiltonian mechanics. As a consequence we can introduce to quantum theory coordinate systems and coordinate transformations in a straightforward way. All this is described in Section 3.3. Moreover, in this section are introduced quantum canonical coordinates and transformations in a total analogy with the classical case.

In Section 3.4 are constructed canonical star-products on particular examples of symplectic manifolds. We start with a simplest symplectic manifold, \( \mathbb{R}^{2N} \), and introduce on it a Moyal star-product. It is well known how in this simplest case create an operator representation of a quantum system. We also prove that a wide family of star-products on a general symplectic manifold is equivalent with the Moyal product, for a given classical and quantum canonical coordinate system. This
observation and the fact that the operator representation for the Moyal product is known is a key point for introducing an operator representation of a general quantum system for arbitrary canonical coordinates.

Next we move to a symplectic manifold in the form of a cotangent bundle $T^*E^N$ to an Euclidean space $E^N$ and introduce on it a family of star-products. Each star-product is parametrized by a sequence of pair-wise commuting vector fields $X_1, \ldots, X_N, Y_1, \ldots, Y_N$ from a decomposition of a Poisson tensor $\mathcal{P}$ on $T^*E^N$

$$\mathcal{P} = \sum_{i=1}^{N} X_i \wedge Y_i.$$ 

One of the star-products from this family is distinguished, namely the one for which the vector fields $X_i, Y_j$ in Cartesian coordinates are coordinate vector fields. We then write this canonical star-product in a covariant form. The covariant form of the star-product is given in terms of a linear connection on $E^N$.

The equation for the star-product on $T^*E^N$ written in the covariant form can be generalized in a straightforward way to a case of a symplectic manifold $T^*Q$ over a flat Riemannian manifold $Q$. That way we introduced a canonical star-product on $T^*Q$. We also derived the form (to the second order in $\hbar$) of the equivalence morphism $S$ intertwining this star-product with the Moyal product, for a given classical and quantum canonical coordinate system.

Finally, we consider a general symplectic manifold $T^*Q$ over a non-flat Riemannian manifold $Q$ and propose a two-parameter family of star-products defined on it. In this general case there is no single distinguished star-product, which shows that in the non-flat case there is a problem of choosing a physically admissible quantization. In Section 4.3 we show that for this general case to functions quadratic in momenta correspond operators with an extra term added to the potential and dependent on the curvature tensor. The form of this operator, for particular values of the quantization parameters, was received by many authors using different approaches to quantization. The approach to quantization developed in the thesis reproduces all results present in the literature.

In Chapter 4 we describe the construction of an operator representation of quantum mechanics for an arbitrary canonical coordinate system, as well as, in a coordinate independent way. In the first section of this chapter we consider a quantum system over a phase space $\mathbb{R}^{2N}$ with the Moyal product defined on it. We construct a representation of the algebra $A_Q(\mathbb{R}^{2N}) = (C^\infty(\mathbb{R}^{2N})[\hbar], \star_M)$ in the Hilbert space $L^2(\mathbb{R}^{2N})$ according to the formula

$$f \mapsto f \star_M.$$ 

We show that operators $f \star_M$ can be written as functions $f$ of symmetrically ordered operators $\hat{q}^*_M = q^* \star_M, \hat{p}^*_M = p^*_M \star_M$ of position and momentum in accordance to a Weyl correspondence rule:

$$f \star_M = f(\hat{q}^*_M, \hat{p}^*_M).$$ 

Next we propose a generalization of the ordering of operators of position and momentum. The introduced generalization covers all orderings found in the literature,
including symmetric, normal, and anti-normal orderings, as well as a wide family of orderings considered by L. Cohen. But it also extends to types of orderings not considered before. Using this general concept of the ordering we show that for every star-product on $\mathbb{R}^{2N}$ operators $f \star$ can be written as appropriately ordered functions $f$ of operators of position and momentum. As a result every star-product on $\mathbb{R}^{2N}$ gives rise to an ordering of operators $\hat{q}_i, \hat{p}_j$ and a quantization can be fixed either by choosing a star-product on a phase space $\mathbb{R}^{2N}$ or equivalently, on a level of the operator representation, by choosing an ordering.

Section 4.2 contains a description of the $\lambda$-Weyl correspondence rule for a case of a symplectic manifold $T^*Q$ over a general Riemannian manifold $Q$, and for a Hilbert space $L^2(Q, d\omega_g)$. The results received in this section are used in the next section when introducing an operator representation of quantum mechanics in the Hilbert space $L^2(Q, d\omega_g)$.

In Section 4.3 we present a detailed description of the operator representation of quantum mechanics over a configuration space. We start with a Moyal quantization of a system defined over a phase space $T^*U$ where $U$ is some open subset of $\mathbb{R}^N$. First we construct a tensor product $\otimes_W$ of the Hilbert space $L^2(T^*U)$ in terms of Hilbert spaces $(L^2(U, d\mu))^*$ and $L^2(U, d\mu)$. Then we show that for every element $f$ of $C^\infty(\mathbb{R}^{2N})[\hbar]$ and state $\rho$ the operators $f \star_M$ and $\rho \star_M$ take the form
\[
\begin{align*}
f \star_M &= \hat{1} \otimes_W f(\hat{q}, \hat{p}), \\
\rho \star_M &= \hat{1} \otimes_W \hat{\rho},
\end{align*}
\]
where $\hat{q}_i, \hat{p}_j$ are canonical operators of position and momentum, and $\hat{\rho}$ is a density operator. This way we received an operator representation in the Hilbert space $L^2(U, d\mu)$:
\[
f \mapsto f(\hat{q}, \hat{p}), \quad \rho \mapsto \hat{\rho}.
\]

Next we move to a general quantum system. Using the fact that such system in some classical and quantum canonical coordinates is equivalent with the Moyal quantization of the corresponding classical system we received the operator representation of the given quantum system. Similarly as in the operator representation over a phase space also in this case the symmetric ordering had to be replaced by some other ordering of operators $\hat{q}_i, \hat{p}_j$. The received theory allowed to describe quantum mechanics in the Hilbert space formalism in a consistent way for any coordinate system on the configuration space, something which was not done before. Furthermore, an invariant form of the operator representation is presented.

We end up this chapter with examples of quantum mechanical operators corresponding to observables linear, quadratic and cubic in momenta. Moreover, the developed theory of quantization is illustrated with an example of the hydrogen atom.

Finally, Chapter 5 presents a theory of quantum trajectories based on the developed formalism. The quantum trajectories are defined, in an analogy with the classical case, as integral curves of quantum Hamiltonian vector fields. We present in explicit form a quantum action of a quantum flow on observables, which is a deformation of the respective classical action. The resulting time dependence of observables gives an appropriate solution of a quantum time evolution equation for
observables (Heisenberg's representation on a phase space). Then, we show that a set of quantum symplectomorphisms (quantum flows) has a structure of a group with multiplication (quantum composition) being a deformation of the ordinary composition considered as a multiplication in a group of classical symplectomorphisms (classical flows). The explicit form of the quantum composition law is presented. Such approach to quantum trajectories have a benefit in that it is not needed to calculate the form of observables as $*$-functions, but only a quantum action of a given trajectory needs to be found.

In Chapter 6 is given a summary of the thesis and an outlook on a further development of the received results.

Throughout the thesis we will use the Einstein summation convention over any twice repeated index if it appears once as a subscript and once as a superscript. By Latin letters $i,j,k,\ldots$ we will denote indices ranging from 0 to $N$ and by Greek letters $\alpha,\beta,\gamma,\ldots$ indices ranging from 0 to $2N$. The complex-conjugation of $f$ will be denoted by $\bar{f}$. Often partial derivatives $\partial_q$ of tensors $t^{_{k\ldots l}}_{m\ldots n}$ will be denoted by $t^{_{k\ldots l}}_{m\ldots n,i}$ and covariant derivatives $\nabla_i$ by $t^{_{k\ldots l}}_{m\ldots n;i}$.

The results presented in Chapters 3–5 are published in our papers [40–45].
Chapter 2

Classical mechanics

2.1 Phase space

The theory of classical Hamiltonian mechanics is described in an elegant language of differential geometry. The central role in this description is played by a symplectic manifold. The symplectic manifold represents a phase space of the system, which points are interpreted as states of the system. More details about classical Hamiltonian mechanics the reader can find in [46, 47].

**Definition 2.1.1.** A symplectic manifold is a smooth manifold \( M \) endowed with a 2-form \( \omega \) which is closed (\( d\omega = 0 \)) and non-degenerate.

It can be proved that every symplectic manifold \((M, \omega)\) is necessarily even-dimensional.

Let us denote by \( C^\infty(M) \) the space of all smooth complex-valued functions defined on a manifold \( M \). On \( C^\infty(M) \) we can introduce a point-wise product of functions

\[
(f \cdot g)(x) \equiv (fg)(x) = f(x)g(x),
\]

(2.1.1)

which will make from \( C^\infty(M) \) a commutative algebra.

The symplectic structure distinguishes a class of vector fields on a symplectic manifold. Namely, for every \( f \in C^\infty(M) \) we define a vector field \( \zeta_f \), called a Hamiltonian field, by the formula

\[
\omega(\zeta_f) = df,
\]

(2.1.2)

(here \( \omega \) is treated as a map \( \mathcal{X}(M) \to \Omega^1(M) \), where \( \mathcal{X}(M) \) and \( \Omega^1(M) \) denote the spaces of all smooth vector fields and 1-forms on \( M \) respectively, which is given by the formula \( V \mapsto \omega(\cdot, V) \), i.e. \( V^\mu \mapsto \omega_{\mu\nu}V^\nu \)). On the space \( C^\infty(M) \) can be defined a bilinear map \( \{ \cdot, \cdot \} \), called a Poisson bracket, by the formula

\[
\{f,g\} = \omega(\zeta_g, \zeta_f) = df(\zeta_g) = \zeta_g f.
\]

(2.1.3)

The Poisson bracket satisfies the following properties:

\[
\{f,g\} = -\{g,f\} \quad \text{(antisymmetry)}, \quad (2.1.4a)
\]

\[
\{f,gh\} = \{f,g\}h + g\{f,h\} \quad \text{(Leibniz’s rule)}, \quad (2.1.4b)
\]

\[
0 = \{f,\{g,h\}\} + \{h,\{f,g\}\} + \{g,\{h,f\}\} \quad \text{(Jacobi’s identity)}. \quad (2.1.4c)
\]
Property (2.1.4a) is a consequence of the antisymmetry of the symplectic form $\omega$. Property (2.1.4b) follows from the fact that $\zeta_f$ is a derivation of the algebra $C^\infty(M)$. Property (2.1.4c) is a consequence of the closedness of the symplectic form $\omega$. Properties (2.1.4a) and (2.1.4c) state that the Poisson bracket is a Lie bracket on $C^\infty(M)$. The space $C^\infty(M)$ together with the point-wise product of functions, the Poisson bracket, and an involution being the complex-conjugation of functions $f \mapsto \bar{f}$, will be denoted by $\mathcal{A}_C(M)$ and called a Poisson algebra.

In the theory of classical Hamiltonian mechanics to every measurable quantity, like energy, momentum, position, etc., corresponds a smooth real-valued function in $C^\infty(M)$. Thus, elements of the Poisson algebra $\mathcal{A}_C(M)$, self-conjugated with respect to the involution in $\mathcal{A}_C(M)$, are called observables.

Note, that Hamiltonian fields satisfy the following properties

\begin{align}
\zeta_{f+\text{const}} &= \zeta_f, \\
\zeta_f + \lambda \zeta_g &= \zeta_{f+\lambda g}, \\
[\zeta_f, \zeta_g] &= \zeta_{\{f,g\}},
\end{align}

for $f, g \in C^\infty(M)$ and $\lambda \in \mathbb{C}$. Thus a space $\text{Ham}(M)$ of all Hamiltonian fields is a Lie algebra and the map $\zeta : \mathcal{A}_C(M) \to \text{Ham}(M)$, $f \mapsto \zeta_f$ is a homomorphism of Lie algebras whose kernel being constituted by the constant functions on $M$. Moreover, observe that Hamiltonian fields preserve the symplectic form $\omega$:

\begin{equation}
L_{\zeta_f} \omega = 0,
\end{equation}

where $L_{\zeta_f}$ denotes a Lie derivative in the direction $\zeta_f$.

The symplectic form $\omega$ on a manifold $M$ induces a two-times contravariant antisymmetric and non-degenerate tensor field $\mathcal{P}$ through the formula

\begin{equation}
\mathcal{P} \circ \omega = \hat{1} \quad \text{i.e. in local coordinates} \quad \mathcal{P}^{\alpha\gamma} \omega_{\gamma\beta} = \delta^\alpha_\beta,
\end{equation}

(here $\mathcal{P}$ is treated as a map $\Omega^1(M) \to \mathfrak{X}(M)$ given by the formula $\alpha \mapsto \mathcal{P}(\cdot, \alpha)$, i.e. $\alpha_\mu \mapsto \mathcal{P}^{\mu\nu} \alpha_\nu$). Thus, $\mathcal{P}$ is the inverse of the symplectic form $\omega$ and often the components $\mathcal{P}^{\alpha\beta}$ of the tensor field $\mathcal{P}$ will be denoted by $\omega^{\alpha\beta}$. The tensor $\mathcal{P}$ satisfies the equality

\begin{equation}
L_{\zeta_f} \mathcal{P} = 0
\end{equation}

and is called a Poisson tensor. In general, a two-times contravariant antisymmetric tensor field $\mathcal{P}$ satisfying (2.1.8) is called a Poisson tensor and a smooth manifold $M$ endowed with a Poisson tensor is called a Poisson manifold. Note, that there is a one-to-one correspondence between symplectic forms and non-degenerate Poisson tensors on a given manifold $M$.

The definition of the Hamiltonian fields and the Poisson bracket can be restated in terms of the Poisson tensor:

\begin{align}
\zeta_f &= \mathcal{P}(df), \\
\{f,g\} &= \mathcal{P}(df, dg).
\end{align}

On a symplectic manifold $(M, \omega)$ there exists another useful structure, namely a distinguished volume form $\Omega_\omega$ defined, up to a multiplicative constant, as an $N$-fold
exterior product of the symplectic forms $\omega$

$$\Omega_\omega \equiv \Omega = (-1)^{N(N+1)/2} \frac{1}{N!} \omega \wedge \cdots \wedge \omega.$$ \hfill (2.1.11)

The volume form $\Omega_\omega$ is called a Liouville form or phase volume form.

An example of a symplectic manifold, on which we will mainly focus in the rest of the thesis, is a cotangent bundle to a smooth manifold. Let $\mathcal{Q}$ be a smooth $N$-dimensional manifold, then we define a set

$$T^*\mathcal{Q} = \bigcup_{q \in \mathcal{Q}} \mathcal{T}_q^*\mathcal{Q}.$$ \hfill (2.1.12)

Each point $x$ in $T^*\mathcal{Q}$ can be parametrized by a pair $(q, p)$ for some $q \in \mathcal{Q}$ and $p \in \mathcal{T}_q^*\mathcal{Q}$. We can also define a canonical projection $\pi: T^*\mathcal{Q} \to \mathcal{Q}$, $x \mapsto q$ for $x = (q, p)$. The set $T^*\mathcal{Q}$ can be naturally endowed with a structure of a smooth $2N$-dimensional manifold. Indeed, an atlas on $\mathcal{Q}$ naturally induces an atlas on $T^*\mathcal{Q}$. If $(\mathcal{O}, \psi)$, $\psi: q \mapsto (q^1, \ldots, q^N)$ is a chart on $\mathcal{Q}$, then for every $x = (q, p)$ in $\mathcal{O} = \pi^{-1}(\mathcal{O})$ we can decompose $p \in \mathcal{T}_q^*\mathcal{Q}$ with respect to the coordinate basis

$$p = p_i dq_i^\prime \big|_q; \quad (p_1, \ldots, p_N) \in \mathbb{R}^N$$ \hfill (2.1.13)

and a map $\hat{\psi}: x \mapsto (q^1, \ldots, q^N, p_1, \ldots, p_N)$ is a chart on $\mathcal{O} \subset T^*\mathcal{Q}$ induced by the chart $\psi$ on $\mathcal{O} \subset \mathcal{Q}$. The chart $(\mathcal{O}, \hat{\psi})$ is called a canonical coordinate system on $T^*\mathcal{Q}$ and the manifold $T^*\mathcal{Q}$ is called a cotangent bundle to the manifold $\mathcal{Q}$.

On $T^*\mathcal{Q}$ we can define a canonical 1-form $\theta$ by the formula

$$\langle \theta_x, w \rangle = (p, d\pi(x)w)$$ \hfill (2.1.14)

for $w \in T_x T^*\mathcal{Q}$ and $x = (q, p)$. The form $\theta$ in canonical coordinates on $T^*\mathcal{Q}$ reads

$$\theta = p_i \, dq^i.$$ \hfill (2.1.15)

Moreover, on $T^*\mathcal{Q}$ there exists a natural exact symplectic form $\omega$ given by $\omega = d\theta$ or in canonical coordinates on $T^*\mathcal{Q}$

$$\omega = dp_i \wedge dq^i.$$ \hfill (2.1.16)

Thus, $T^*\mathcal{Q}$ is always a symplectic manifold. Usually in classical mechanics as the manifold $\mathcal{Q}$ is taken a Riemannian manifold. The manifold $\mathcal{Q}$ represents a configuration space of the system.

If $(q^1, \ldots, q^N)$ and $(q'^1, \ldots, q'^N)$ are two coordinate systems on $\mathcal{Q}$, $(q^i, p_j)$ and $(q'^i, p'^j)$ are two corresponding canonical coordinate systems on $T^*\mathcal{Q}$, and a map $\phi: (q'^1, \ldots, q'^N) \mapsto (q^1, \ldots, q^N)$ is a transformation between the two coordinate systems on $\mathcal{Q}$, then a corresponding transformation $T: (q'^i, p'^j) \mapsto (q^i, p_j)$ between the canonical coordinate systems on $T^*\mathcal{Q}$ is of the form

$$q^i = \phi^i(q'^i),$$

$$p_i = [(\phi'(q'^i))^{-1}]^i_j p'_j,$$ \hfill (2.1.17)

where $[(\phi'(q'^i))^{-1}]^i_j$ denotes an inverse matrix to the Jacobian matrix $[\phi'(q'^i)]^i_j = \frac{\partial \phi^i}{\partial q'^j}(q'^i)$ of $\phi$. The transformation $T$ is called a point transformation.
Example 2.1.1. Let us take as the manifold $Q$ an Euclidean space $E^N$. An $N$-dimensional Euclidean space $E^N$ is defined as a non-empty set $E^N$ together with an $N$-dimensional real vector space $V$ endowed with a scalar product $(\cdot, \cdot)$, and an operation (called addition or translation)

$$E^N \times V \ni (q, v) \mapsto q + v \in E^N,$$

satisfying the following conditions

(i) for $q \in E^N$ and $v, w \in V$ holds the equality

$$ (q + v) + w = x + (v + w), $$

(ii) for $q_1, q_2 \in E^N$ there exists exactly one vector $v \in V$ such that $q_2 = q_1 + v$.

The space $V$ is called a space of free vectors of $E^N$.

On an Euclidean space $E^N$ we can introduce a Cartesian coordinate system. Let us choose a point $q_0 \in E^N$ and an orthonormal basis $e_1, \ldots, e_N$ on a space $V$ of free vectors of $E^N$. Define a map $\psi : \mathbb{R}^N \to E^N$ by the formula

$$ \psi(q^1, \ldots, q^N) = q_0 + q^i e_i. $$

The map $\psi$ is called a Cartesian coordinate system on the Euclidean space $E^N$. The point $q_0$ is called an origin, and the vectors $e_1, \ldots, e_N$ axis vectors of the coordinate system.

An Euclidean space $E^N$ is naturally endowed with a structure of an $N$-dimensional Riemannian manifold. Indeed, a set of all Cartesian coordinate systems (defined for different origins $q_0 \in E^N$ and axis vectors $e_1, \ldots, e_N \in V$) constitutes a smooth atlas on $E^N$. Moreover, the scalar product $(\cdot, \cdot)$ on the space $V$ of free vectors induces a metric tensor $g$ on $E^N$. Note, that tangent spaces $T_q E^N$ are naturally isomorphic to the space $V$ of free vectors. Thus, the tangent and cotangent bundles $T E^N$ and $T^* E^N$ can be identified with Cartesian products $E^N \times V$ and $E^N \times V^*$ respectively.

Let $\psi$ be a Cartesian coordinate system on $E^N$ with an origin $q_0 \in E^N$ and axis vectors $e_1, \ldots, e_N \in V$. A canonical coordinate system on $T^* E^N = E^N \times V^*$ induced by $\psi$ is a map $\hat{\psi} : T^* E^N \to \mathbb{R}^{2N}$, $x = (q, p) \mapsto (q^1, \ldots, q^N, p_1, \ldots, p_N)$, for $q = q_0 + q^i e_i$ and $p = p_i e^i$ where $e^1, \ldots, e^N$ is a dual basis to $e_1, \ldots, e_N$. The canonical coordinate system $\hat{\psi}$ will be called a Cartesian coordinate system on $T^* E^N$.

2.2 Coordinate systems

On a symplectic manifold $(M, \omega)$ there exists a distinguished class of coordinate systems, namely local coordinates $(q^1, \ldots, q^N, p_1, \ldots, p_N)$ in which the symplectic form takes the canonical form

$$ \omega = dp_i \wedge dq^i \ 	ext{i.e.} \ (\omega_{\mu \nu}) = \begin{pmatrix} 0_N & -I_N \\ I_N & 0_N \end{pmatrix}. $$

These coordinates are called canonical coordinates or Darboux coordinates and they always exist on a symplectic manifold, which is guaranteed by the Darboux theorem.
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In canonical coordinates all objects introduced in the previous section take the form

\[ P = \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial p_i} = \frac{\partial}{\partial q_i} \otimes \frac{\partial}{\partial p_i} - \frac{\partial}{\partial p_i} \otimes \frac{\partial}{\partial q^i}, \quad (2.2.2a) \]

\[ \zeta_f = \frac{\partial f}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial f}{\partial q_i} \frac{\partial}{\partial p_i}, \quad (2.2.2b) \]

\[ \{ f, g \} = \frac{\partial f}{\partial q^i} \frac{\partial g}{\partial p_i} - \frac{\partial f}{\partial p_i} \frac{\partial g}{\partial q^i}, \quad (2.2.2c) \]

\[ \Omega_\omega = dq^1 \wedge \cdots \wedge dq^N \wedge dp_1 \wedge \cdots \wedge dp_N. \quad (2.2.2d) \]

Note, that canonical coordinates on a cotangent bundle \( T^*Q \) to a manifold \( Q \) are example of canonical coordinates in the sense of the definition in this section.

Canonical coordinates can be equivalently defined in the following way. Coordinates \((x^1, \ldots, x^{2N}) = (q^1, \ldots, q^N, p_1, \ldots, p_N)\) are canonical iff

\[ \{ x^\alpha, x^\beta \} = J^{\alpha\beta}, \quad (2.2.3) \]

where

\[ (J^{\alpha\beta}) = \begin{pmatrix} 0_N & I_N \\ -I_N & 0_N \end{pmatrix} \quad (2.2.4) \]

or equivalently

\[ \{ q^i, q^j \} = \{ p_i, p_j \} = 0, \quad \{ q^i, p_j \} = \delta^i_j. \quad (2.2.5) \]

The functions \( q^i \) and \( p_j \) are observables of position and momentum associated with the coordinate system \((q^1, \ldots, q^N, p_1, \ldots, p_N)\).

In classical statistical mechanics appear integrals over a phase space (cf. Section 2.3), which cannot be considered in arbitrary local coordinates, since doing this would change the values of integrals. For example, if \( \psi : M \supset \mathcal{O} \to \mathbb{R}^{2N}, \psi : x \mapsto (x^1, \ldots, x^{2N}) \) is some coordinate chart, then in general

\[ \int_M f \, d\Omega \neq \int_{\psi(\mathcal{O})} f(\psi^{-1}(x)) \, dx \quad (2.2.6) \]

where \( f \) is some function defined on \( M \) and \( d\Omega \) is a measure induced by the Liouville form \( \Omega_\omega \). These integrals will be equal only when \( M \setminus \mathcal{O} \) is of measure zero. For this reason we introduce the following definition. A coordinate system \( \psi : M \supset \mathcal{O} \to \mathbb{R}^{2N} \) on a symplectic manifold \((M, \omega)\) is called almost global if \( M \setminus \mathcal{O} \) is of measure zero with respect to the measure \( d\Omega \). Similarly, if \((Q, g)\) is a Riemannian manifold representing a configuration space, then by an almost global coordinate system on \( Q \) we mean a coordinate system defined on an open subset \( U \subset Q \) such that \( Q \setminus U \) is of measure zero with respect to the measure induced by the metric volume form \( \omega_g \).

It can be proved that an almost global coordinate system on \( Q \) induces a canonical coordinate system on \( T^*Q \) with the same property. In what follows we will mainly focus on almost global coordinate systems and consider only such manifolds which admit such coordinates.

**Example 2.2.1.** Let \( Q = E^3 \) and consider on \( E^3 \) a Cartesian coordinates \((x, y, z)\). Consider also on \( E^3 \) a spherical polar coordinates \((r, \theta, \phi)\) related to the Cartesian
coordinates by a transformation $\phi: (0, \infty) \times (0, \pi) \times (0, 2\pi) \rightarrow \mathcal{O}$, where $\mathcal{O} = \mathbb{R}^3 \setminus \{(x, y, z) \in \mathbb{R}^3 \mid x \geq 0, y = 0\}$, $\phi: (r, \theta, \phi) \mapsto (x, y, z)$,
\begin{align*}
x &= r \sin \theta \cos \phi, \\
y &= r \sin \theta \sin \phi, \\
z &= r \cos \theta.
\end{align*}

In the Cartesian coordinates $(x, y, z)$ the metric volume form $\omega_0$ on $E^3$ is equal $dx \wedge dy \wedge dz$, and the corresponding measure $d\omega_0$ takes the form of the Lebesgue measure $dx dy dz$. It can be seen that a set $\mathbb{R}^3 \setminus \mathcal{O}$ is of Lebesgue-measure zero, hence the spherical polar coordinates $(r, \theta, \phi)$ are almost global on $E^3$.

Let $(x, y, z, p_x, p_y, p_z)$ be canonical coordinates on $T^*E^3$ induced by the Cartesian coordinates $(x, y, z)$ on $E^3$. In accordance to (2.1.17) canonical coordinates $(r, \theta, \phi, p_r, p_\theta, p_\phi)$ on $T^*E^3$ induced by the spherical polar coordinates $(r, \theta, \phi)$ are related to the Cartesian coordinates $(x, y, z, p_x, p_y, p_z)$ by a transformation $T: (0, \infty) \times (0, \pi) \times (0, 2\pi) \rightarrow \hat{\mathcal{O}} = \mathcal{O} \times \mathbb{R}^3$, $T: (r, \theta, \phi, p_r, p_\theta, p_\phi) \mapsto (x, y, z, p_x, p_y, p_z)$,
\begin{align*}
x &= r \sin \theta \cos \phi, \\
y &= r \sin \theta \sin \phi, \\
z &= r \cos \theta, \\
p_x &= \frac{rp_r \sin^2 \theta \cos \phi + p_\theta \sin \theta \cos \theta \sin \phi - p_\phi \sin \phi}{r \sin \theta}, \\
p_y &= \frac{rp_r \sin^2 \theta \sin \phi + p_\theta \sin \theta \cos \theta \sin \phi + p_\phi \cos \phi}{r \sin \theta}, \\
p_z &= \frac{rp_r \cos \theta - p_\theta \sin \theta}{r}.
\end{align*}

In the Cartesian coordinates $(x, y, z, p_x, p_y, p_z)$ the Liouville form $\Omega_\omega$ on $T^*E^3$ is equal $dx \wedge dy \wedge dz \wedge dp_x \wedge dp_y \wedge dp_z$, and the corresponding measure $d\Omega$ takes the form of the Lebesgue measure $dx dy dz dp_x dp_y dp_z$. It can be seen that a set $\mathbb{R}^6 \setminus \hat{\mathcal{O}}$ is of Lebesgue-measure zero, hence the canonical coordinates $(r, \theta, \phi, p_r, p_\theta, p_\phi)$ are almost global on $T^*E^3$.

### 2.3 Classical states

The points in a phase space $(M, \omega)$ represent states of the system. Each point in $M$ can be interpreted as generalized positions and momenta of particles composing the classical system. Values of generalized positions and momenta of the particles can be extracted from a point in $M$ by writing this point in canonical coordinates $(q^i, p_j)$. Then, $q^i$ are values of generalized positions and $p_j$ are values of generalized momenta.

When the exact state of the system is not known, but only a probability that the state is in a given region of the phase space, then there is a need to extend the concept of a state to take into account such situation. The most natural way to do this is to define states as probabilistic measures $\mu$ defined on a $\sigma$-algebra $\mathcal{B}(M)$ of
2.3. CLASSICAL STATES

Borel subsets of $M$. In such setting points $x$ of the phase space can be identified with Dirac measures $\delta_x$

$$\delta_x(E) = \begin{cases} 1 & \text{for } x \in E, \\ 0 & \text{for } x \notin E, \end{cases}, \quad E \in \mathfrak{B}(M). \quad (2.3.1)$$

Dirac measures will be called pure states and other probabilistic measures mixed states.

Some probabilistic measures $\mu$ can be written in a form $d\mu = \rho d\Omega$, where $\rho$ is some integrable function on $M$ satisfying

$$\int_M \rho \, d\Omega = 1 \quad \text{(normalization),} \quad (2.3.2a)$$

$$\rho \geq 0 \quad \text{(positive-definiteness),} \quad (2.3.2b)$$

and thus can be identified with functions $\rho$. In what follows every probabilistic measure $\mu$ we will formally write in the form $d\mu = \rho d\Omega$. In particular, for Dirac measures we will use a notation $d\delta_x(y) = \delta(x, y) \, d\Omega(y)$.

Observe, that states can be alternatively defined as those “functions” $\rho$ which satisfy

(i) $\rho = \bar{\rho}$ (self-conjugation),

(ii) $\int_M \rho \, d\Omega = 1$ (normalization),

(iii) $\int_M \bar{f} \cdot f \cdot \rho \, d\Omega \geq 0$ for $f \in C_0^\infty(M)$ (positive-definiteness),

where $C_0^\infty(M)$ denotes a space of all smooth functions with compact support defined on $M$. Indeed, (iii) is equivalent with $\rho \geq 0$.

Classical states form a convex set. Pure states can be defined as extreme points of the set of states, i.e. as those states which cannot be written as convex linear combinations of some other states. In other words $\rho_{\text{pure}}$ is a pure state if and only if there do not exist two different states $\rho_1$ and $\rho_2$ such that $\rho_{\text{pure}} = p\rho_1 + (1-p)\rho_2$ for some $p \in (0, 1)$. It can be proved that such characterization of pure states is equivalent with the definition of pure states as Dirac measures.

For a given observable $A \in C^\infty(M)$ and state $\mu$ ($d\mu = \rho d\Omega$) the expectation value of the observable $A$ in the state $\mu$ is defined by

$$\langle A \rangle_\mu = \int_M A \, d\mu = \int_M A \cdot \rho \, d\Omega. \quad (2.3.3)$$

Note, that the expectation value of the observable $A$ in a pure state $\delta_x$ is equal $A(x)$. Indeed,

$$\langle A \rangle_{\delta_x} = \int_M A(y) \delta(x, y) \, d\Omega(y) = A(x). \quad (2.3.4)$$
2.4 Time evolution of classical systems

One of the observables in the algebra $A_C(M)$ has a special purpose, namely a Hamiltonian $H$. This is some distinguished real valued smooth function on $M$ and it corresponds to the total energy of the system. The phase space $(M, \omega)$ together with the Hamiltonian $H$ is called a classical Hamiltonian system.

The Hamiltonian $H$ governs the time evolution of the system. Indeed, $H$ generates a Hamiltonian field $\zeta_H$. Integral curves $x(t)$ of the vector field $\zeta_H$, i.e. curves on $M$ satisfying

$$\dot{x}(t) = \zeta_H(x(t)),$$  \hspace{1cm} (2.4.1)

represent positions of points $x \in M$ for every instance of time $t$, which is interpreted as the time development of pure states. Integral curves of a Hamiltonian field $\zeta_H$ generate a map $\Phi^H_t : M \rightarrow M$ (called a phase flow or a Hamiltonian flow) by a prescription: for each point $x \in M$ a curve

$$x(t) = \Phi^H_t(x)$$  \hspace{1cm} (2.4.2)

is an integral curve of $\zeta_H$ passing through the point $x$ at time $t = 0$. Equation (2.4.1) is called a Hamilton equation and integral curves of the Hamiltonian field are called classical trajectories. In canonical coordinates $(q^i, p_j)$, using formula (2.2.2b), the Hamilton equation takes a form

$$\dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q^i}.$$  \hspace{1cm} (2.4.3)

An equation of motion of mixed states can be derived from the probability conservation law. From this law follows that every probabilistic measure $\mu$ (mixed state) should be constant along any trajectory in the phase space, i.e.

$$\mu(t)(E) = \mu(t + \Delta t)(\Phi^H_{\Delta t}(E)), \quad E \in \mathfrak{B}(M),$$  \hspace{1cm} (2.4.4)

which can be written in terms of the pull-back of a measure

$$\mu(t) = (\Phi^H_{\Delta t})^* \mu(t + \Delta t).$$  \hspace{1cm} (2.4.5)

From the above equation it follows that

$$0 = \lim_{\Delta t \rightarrow 0} \frac{(\Phi^H_{\Delta t})^* \mu(t + \Delta t) - \mu(t)}{\Delta t} = \frac{d}{ds}(\Phi^H_s)^* \mu(t + s) \bigg|_{s=0}$$

$$= \frac{d}{ds}(\Phi^H_0)^* \mu(t + s) \bigg|_{s=0} + \frac{d}{ds}(\Phi^H_s)^* \mu(t) \bigg|_{s=0},$$  \hspace{1cm} (2.4.6)

which implies that

$$\frac{\partial \mu}{\partial t} + L_{\zeta_H} \mu = 0,$$  \hspace{1cm} (2.4.7)

where $L_{\zeta_H} \mu$ denotes a Lie derivative of the measure $\mu$ in the direction of the vector field $\zeta_H$. Equation (2.4.7) is called a Liouville equation and it describes the time development of the state $\mu$.\[\]
Let us check if for a pure state \( \delta_{x(t)} \) the Liouville equation (2.4.7) is equivalent to the Hamilton equation (2.4.1). From (2.4.7) it follows that

\[
0 = \frac{\partial \delta_{x(t)}}{\partial t} + \frac{d}{ds} (\Phi_s^H)^* \delta_{x(t)} \bigg|_{s=0} = \frac{\partial \delta_{x(t)}}{\partial t} + \frac{d}{ds} \delta_{g_s^H(x(t))} \bigg|_{s=0}.
\]  

(2.4.8)

From the above equation we get

\[
0 = \dot{x}(t) - \frac{d}{ds} \Phi_s^H(x(t)) \bigg|_{s=0} = \dot{x}(t) - \zeta_H(x(t)),
\]  

(2.4.9)

which is just the Hamilton equation (2.4.1).

If a mixed state \( \mu \) can be written in a form \( d\mu = \rho \, d\Omega \) for a smooth function \( \rho \), then the Liouville equation (2.4.7) can be written in a different form. Indeed, from (2.4.7) we get

\[
0 = \frac{\partial}{\partial t} (\rho(t)\Omega) + \mathcal{L}_{\zeta_H}(\rho(t)\Omega) = \left( \frac{\partial \rho}{\partial t} (t) + \mathcal{L}_{\zeta_H} \rho(t) \right) \Omega,
\]  

(2.4.10)

where the fact that \( \mathcal{L}_{\zeta_H} \Omega = 0 \), following from (2.1.6), was used. The above equation implies that

\[
0 = \frac{\partial \rho}{\partial t} + \mathcal{L}_{\zeta_H} \rho = \frac{\partial \rho}{\partial t} + \zeta_H \rho = \frac{\partial \rho}{\partial t} + \{\rho, H\}.
\]  

(2.4.11)

Hence, the following time evolution equation for the function \( \rho \) corresponding to the state \( \mu \) was received

\[
\frac{\partial \rho}{\partial t} - \{H, \rho\} = 0.
\]  

(2.4.12)

Until now the states undergo the time development whereas the observables do not. This corresponds to the Schrödinger picture in quantum mechanics. There is also a dual point of view (which, in turn, corresponds in quantum mechanics to the Heisenberg picture), in which states remain still whereas the observables undergo the time development. A pull-back of the Hamiltonian flow \( U^H_t = (\Phi^H_t)^* = e^{t\mathcal{L}_{\zeta_H}} \) is, for every \( t \), an automorphism of the algebra of observables \( \mathcal{A}_C(M) \) (it preserves the linear structure as well as the point-wise product and the Poisson bracket). Its action on an arbitrary observable \( A \in \mathcal{A}_C(M) \) is interpreted as the time development of \( A \)

\[
A(t) = U^H_t A(0) = e^{t\mathcal{L}_{\zeta_H}} A(0) = e^{\zeta_H(t) \cdot} A(0) = e^{-t\{H, \cdot\}} A(0).
\]  

(2.4.13)

Differentiating equation (2.4.13) with respect to \( t \) we receive the following time evolution equation for an observable \( A \)

\[
\frac{dA}{dt}(t) - \{A(t), H\} = 0.
\]  

(2.4.14)

Let \( q^i, p_j \) be observables of position and momentum corresponding to a canonical coordinate system \( (q^i, p_j) \), i.e. \( q^i(x, 0), p_j(x, 0) \) are coordinates of a point \( x \in M \). From (2.4.14) we get the following system of equations

\[
\frac{dq^i}{dt}(t) - \{q^i(t), H\} = 0, \quad \frac{dp_i}{dt}(t) - \{p_i(t), H\} = 0,
\]  

(2.4.15)
which are just the Hamilton equations (2.4.3) written in a different form. Indeed, a solution of (2.4.15) is of a form \( q^i(x,t) = q^i(t) \) and \( p_i(x,t) = p_i(t) \) where \( q^i(t) \) and \( p_i(t) \) are solutions of the Hamilton equations (2.4.3).

Both presented approaches to the time development yield equal predictions concerning the results of measurements, since

\[
\langle A(0) \rangle_{\mu(t)} = \int_M A(0) \, d\mu(t) = \int_M A(0) \, d((\Phi^H_t)^* \mu(0)) = \int_M (\Phi^H_t)^* A(0) \, d\mu(0) \\
= \int_M A(t) \, d\mu(0) = \langle A(t) \rangle_{\mu(0)}. \tag{2.4.16}
\]
Chapter 3
Quantization of classical mechanics

3.1 Deformation theory of symplectic manifolds

One of the approaches to quantization is deformation quantization developed by Bayen et al. [48, 49, 50]. In this approach quantum mechanics is formulated as a deformation of classical mechanics. Such procedure results in a quantum theory described in a geometric language similar to that of its classical counterpart. This allows introduction in quantum mechanics many concepts from the classical theory, like coordinate systems. Moreover, the formalism of deformation quantization gives a smooth passage from classical to quantum theory, which makes it easy to investigate the classical limit of quantum mechanics.

The main ingredient of deformation quantization is a formal deformation of a Poisson algebra $C^\infty(M)$ of smooth complex-valued functions defined on a phase space $M$ (symplectic manifold). The procedure of formal deformation is based on the Gerstenhaber’s theory of deformations of rings and algebras [51]. For a recent review on a subject of deformation quantization refer to [52]. Let $\mathbb{C}[\nu]$ denote the ring of formal power series in the parameter $\nu$ with coefficients in $\mathbb{C}$ and let $C^\infty(M)[[\nu]]$ be the space of formal power series in $\nu$ with coefficients in $C^\infty(M)$. The space $C^\infty(M)[[\nu]]$ is a $\mathbb{C}[\nu]$-module.

**Definition 3.1.1.** A star-product on a symplectic manifold $(M, \omega)$ is a bilinear map

$$C^\infty(M) \times C^\infty(M) \to C^\infty(M)[[\nu]], \quad (f, g) \mapsto f \ast g = \sum_{k=0}^{\infty} \nu^k C_k(f, g), \quad (3.1.1)$$

which extends $\mathbb{C}[\nu]$-linearly to $C^\infty(M)[[\nu]] \times C^\infty(M)[[\nu]]$, such that

(i) $C_k$ are bidifferential operators,

(ii) $(f \ast g) \ast h = f \ast (g \ast h)$ (associativity),

(iii) $C_0(f, g) = fg, C_1(f, g) - C_1(g, f) = \{f, g\}$,

(iv) $1 \ast f = f \ast 1 = f$.

One also defines a deformed Poisson bracket by the formula

$$[[f, g]]_* = \frac{1}{\nu}[f, g]_* = \frac{1}{\nu}(f \ast g - g \ast f), \quad (3.1.2)$$
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and a formal involution as an antilinear map

$$C^\infty(M) \rightarrow C^\infty(M)[\nu], \quad f \mapsto f^* = \sum_{k=0}^\infty \nu^k B_k(f), \quad (3.1.3)$$

which extends $C[\nu]$-antilinearly to $C^\infty(M)[\nu]$, where

(i) $B_k$ are antilinear operators,

(ii) $(f \star g)^* = g^* \star f^*$,

(iii) $(f^*)^* = f$,

(iv) $B_0(f) = \bar{f}$.

From the above definitions it is clear that the $\star$-product, deformed Poisson bracket $[\cdot, \cdot]_\star$, and involution $\ast$ are deformations of the point-wise product of functions $\cdot$, Poisson bracket $\{\cdot, \cdot\}$, and complex-conjugation:

$$f \star g = fg + o(\nu),$$
$$[f, g]_\star = \{f, g\} + o(\nu),$$
$$f^* = \bar{f} + o(\nu). \quad (3.1.4)$$

The associativity of the $\star$-product implies that the bidifferential operators $C_k$ satisfy the equations

$$\sum_{n=0}^k \left( C_n(C_{k-n}(f, g), h) - C_n(f, C_{k-n}(g, h)) \right) = 0, \quad k = 1, 2, \ldots . \quad (3.1.5)$$

The deformation of the Poisson algebra $C^\infty(M)$ can be thought of as a deformation of a geometrical structure of the symplectic manifold $M$. The symplectic manifold $M$ is fully described by the Poisson algebra $C^\infty(M)$. Thus by the deformation of $C^\infty(M)$ to some non-commutative algebra we can think of it as describing a non-commutative symplectic manifold.

The existence of a star-product on any symplectic manifold was first proved in 1983 by De Wilde and Lecomte [53]. Later Fedosov [54] gave a recursive construction of a star-product on a symplectic manifold using the framework of Weyl bundles. Independently, Omori et al. [55] gave an alternative proof of the existence of a star-product on a symplectic manifold, also using the framework of Weyl bundles. Finally, in 1997, Kontsevich [56] proved the existence of a star-product on any Poisson manifold.

Let $\star$ and $\star'$ be two star-products on a symplectic manifold $(M, \omega)$. These star-products are said to be equivalent if there exists a series

$$S = \sum_{k=0}^\infty \nu^k S_k, \quad S_0 = \text{id}, \quad (3.1.6)$$

where $S_k$ are differential operators on $C^\infty(M)$, such that

$$S(f \star g) = Sf \star' Sg. \quad (3.1.7)$$
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Alternatively, having a star-product on \((M, \omega)\) and a series (3.1.6) one can define a new star-product on \((M, \omega)\) by the formula (3.1.7). It can be easily checked that the new star-product indeed will satisfy conditions (i)–(iv) from the definition of a star-product.

The study of equivalences of star-products is best performed in the language of Hochschild cohomologies [51]. The relation of equivalence of star-products is an equivalence relation, thus the set of all star-products on a given symplectic manifold is divided into disjoint equivalence classes. The following result, first received by Nest and Tsygan [57], Bertelson et al. [58], and Deligne [59], characterizes the equivalence classes of star-products.

**Theorem 3.1.1.** The equivalence classes of star-products on a symplectic manifold \(M\) are parametrized by formal series of elements in the second de Rham cohomology space of \(M\), \(H^2(M; \mathbb{C})[[\nu]]\).

In particular, on a symplectic manifold \(M\) for which the second de Rham cohomology space \(H^2(M; \mathbb{C})\) vanishes all star-products are equivalent.

### 3.2. General theory of quantization

In this section we discuss a general theory of quantization of classical Hamiltonian mechanics. Let \((M, \omega, H)\) be a classical Hamiltonian system. Such a system can be quantized in the framework of deformation quantization. According to this framework the classical Poisson algebra \(\mathcal{A}_C(M) = (C^\infty(M), \cdot, \{\cdot, \cdot\}, \cdot)\) is deformed to a quantum Poisson algebra \(\mathcal{A}_Q(M) = (C^\infty(M)[[\hbar]], \star, \{\cdot, \cdot\}, \cdot)\), where as the deformation parameter \(\nu\) is taken \(i\hbar\) (\(\hbar\) being the Planck’s constant). Elements of \(C^\infty(M)[[\hbar]]\), self-adjoint with respect to the involution \(\star\) from \(\mathcal{A}_Q(M)\) are observables of the quantum system. To every measurable quantity corresponds some observable. The correspondence between measurable quantities and self-adjoint elements of \(C^\infty(M)[[\hbar]]\) is fixed by the choice of quantization and can vary depending on the chosen quantization. In particular, quantum observables do not have to be the same functions as in the classical case; they will be \(\hbar\)-deformations of classical observables. They do not even have to be real valued if the involution from \(\mathcal{A}_Q(M)\) is not the complex-conjugation. So an explicit choice of quantization of a classical Hamiltonian system is fixed by a choice of both, the \(\star\)-product and the form of quantum observables. Note that to each classical observable corresponds the whole family of quantum observables which will reduce to the same classical observable in the classical limit. That is to say, if \(f_C\) is a classical observable then quantum observables corresponding to it are of the form

\[
f = f_C + \sum_{k=1}^{\infty} \hbar^k f_k
\]

for some functions \(f_k \in C^\infty(M)\). In other words, it seems that in the quantum world there are more quantities which can be measured than in the classical world. In the classical limit different measurable quantities will reduce to the same measurable quantity.
It seems that there is no way of telling which assignment of measurable quantities to elements of \( C^\infty(M)[\hbar] \) is appropriate for a given star-product — this can be only verified through experiment. On the other hand, there is very restrictive number of known physical quantum systems, being counterparts of some classical systems. They are mainly described by so called natural Hamiltonians with flat metrics

\[
H(q, p) = \frac{1}{2m} g^{ij}(q) p_i p_j + V(q),
\]

where \( g^{ij} \) is a flat metric tensor on a configuration space. The knowledge of quantization of such systems is not enough to fix uniquely the quantization and is the source of ambiguities. In consequence, one meets in literature various versions of quantizations which coincide for the class of natural flat Hamiltonians.

If we consider two quantizations of a classical Hamiltonian system \((M, \omega, H)\), given by two star-products \( \star \) and \( \star' \), and two assignments of measurable quantities to elements of \( C^\infty(M)[\hbar] \), then we say that these two quantizations are equivalent if there exists a series \( S \) (3.1.6) such that (3.1.7) holds and which has the property that if \( A \) is an observable from the first quantization scheme, corresponding to a given measurable quantity, then \( A' = SA \) is an observable from the second quantization scheme corresponding to the same measurable quantity. Note, that in the limit \( \hbar \to 0 \) both observables \( A \) and \( A' \) will reduce to the same classical observable.

In what follows we will focus on star-products of the form

\[
f \star g = \sum_{k=0}^{\infty} \left( \frac{i\hbar}{2} \right)^k C_k(f, g),
\]

which provided the conditions (i)--(iv) from Definition 3.1.1 satisfy also the following properties:

(i) \( C_k(f, g) = (-1)^k C_k(g, f) \),

(ii) \( \overline{C_k(f, g)} = C_k(\bar{f}, \bar{g}) \),

(iii) \( \int_M C_k(f, g) \, d\Omega = 0 \) for \( f, g \in C_0^\infty(M) \) and \( k = 1, 2, \ldots \),

where \( C_0^\infty(M) \) denotes the space of smooth compactly supported functions on \( M \), and \( d\Omega \) is the Liouville measure induced by the Liouville form \( \Omega_\omega \). Conditions (i) and (ii) imply that the complex-conjugation is an involution for this star-product, and from condition (iii) follows that the \( \star \)-product under the integral sign reduces to the ordinary point-wise product:

\[
\int_M f \star g \, d\Omega = \int_M fg \, d\Omega, \quad f, g \in C_0^\infty(M).
\]

However, we will not limit ourselves only to star-products of the form (3.2.3) and we will also consider, as illustrative examples, other star-products, in particular, those for which the complex-conjugation is not an involution.
In what follows let \( dl(x) = \frac{d\Omega(x)}{(2\pi\hbar)^N} \) be the normalized Liouville measure and \( L^2(M, dl) \) a Hilbert space of functions defined on the phase space \( M \) and square integrable with respect to the measure \( dl \), with the scalar product given by
\[
(f, g) = \int_M f(x)g(x) \, dl(x).
\] (3.2.5)

So far we considered a quantum Poisson algebra as a formal algebra. That way we did not had to worry about the convergence of formal series appearing during the process of formal quantization. However, such approach is not entirely physical — observables should be functions on a phase space not formal power series. A complete quantum theory require to investigate the convergence of formal series.

Let us give some remarks about the convergence of formal power series appearing in the definition of star-products. Let \( \star \) be a star-product on \((M, \omega)\). In general it is not possible to find a topology on \( C^\infty(M) \) such that the \( \star \)-product will be convergent for every pair of smooth functions. Thus we have to search for some subspace \( \mathcal{A} \subset C^\infty(M) \) with appropriately chosen topology on which the \( \star \)-product will be convergent. Note, that functions in \( \mathcal{A} \) can depend implicitly on \( \hbar \). Moreover, we will require that there exists a subalgebra \( \mathcal{F} \subset \mathcal{A} \) such that \( \mathcal{F} \) is a dense subset of \( L^2(M, dl) \), and for \( f, g \in \mathcal{F} \) there holds
\[
\|f \star g\| \leq \|f\|\|g\|.
\] (3.2.6)

From (3.2.6) it follows that the \( \star \)-product is continuous on the subspace \( \mathcal{F} \times \mathcal{F} \) with respect to the \( L^2 \)-topology and consequently uniquely extends to the continuous star-product defined on the whole space \( L^2(M, dl) \) and satisfying (3.2.6) for every \( f, g \in L^2(M, dl) \), which is a direct consequence of the fact that \( \mathcal{F} \) is dense in \( L^2(M, dl) \).

In the rest of the thesis we will not be dealing with the problem of finding the subspace \( \mathcal{A} \) and its topology. In what follows we will tacitly assume that, wherever it is needed, all formal series are convergent. More on the convergence of deformation quantization the reader can find in [60–62], where the authors study the convergence in the framework of \( C^* \)-algebras (this is usually referred to as strict deformation quantization). In addition in [63, 64] is studied a non-formal deformation quantization developed in the framework of Fréchet-Poisson algebras. Worth noting are also papers [65, 66] where the convergence of a Moyal product on suitable spaces of functions is investigated.

Note, that the star-product (3.2.3) treated as a formal deformation of the pointwise product is local, i.e. if we choose some \( x \in M \) then \( (f \star g)(x) \in \mathbb{C}[\hbar] \) is fully specified by the values of functions \( f \) and \( g \) in an arbitrarily small neighborhood of \( x \). This is a direct consequence of the fact that the bidifferential operators \( C_k \) are local. However, if we will consider the convergence of the formal series (3.2.3), in general, we end up with a star-product which is not local. In other words for some \( x \in M \) the value \( (f \star g)(x) \in \mathbb{C} \) takes into account values of functions \( f \) and \( g \) in points far away from \( x \). Examples of star-products with such property can be found in Section 3.4.

The Hilbert space \( L^2(M, dl) \) together with the \( \star \)-product has a structure of an algebra, denoted hereafter by \( \mathcal{L} \). It is clear that for the algebra \( \mathcal{L} = (L^2(M, dl), \star) \)
the complex-conjugation is an involution in this algebra and that under the integral sign the star-product of two functions from \( L^2(M, dl) \) reduces to the point-wise product. Moreover, there holds

\[
(g, f \ast h) = (f \ast g, h), \quad f, g, h \in L^2(M, dl).
\]

(3.2.7)

If \( f \in A \) and \( D(f) \) is a subspace of \( A \) dense in \( L^2(M, dl) \) such that for every \( \rho \in D(f) \), \( f \ast \rho \in L^2(M, dl) \) then we can associate to \( f \) a densely defined operator \( f \ast \) on the Hilbert space \( L^2(M, dl) \), which domain is equal \( D(f) \) and which satisfies

\[
(f \ast)^\dagger = \bar{f} \ast.
\]

(3.2.8)

Let us define a trace functional by the formula

\[
\text{tr}(f) = \int_M f(x) \, dl(x)
\]

(3.2.9)

for \( f \in L^1(M, dl) \). The *-product in the algebra \( \mathcal{L} \) obey the following property: the ideal \( \mathcal{L}^1 = \mathcal{L} \ast \mathcal{L} \) is a subset of \( L^1(M, dl) \) and

\[
\text{tr}(\bar{f} \ast g) = (f, g)
\]

(3.2.10)

for any \( f, g \in L^2(M, dl) \).

**Remark 3.2.1.** In this thesis the star-products were introduced as formal series of bidifferential operators. Then, using an appropriate topology on the space of smooth functions, these series could be made convergent. That way we can introduce a star-product on some subspace of \( C^\infty(M) \) and then transfer it to the Hilbert space \( L^2(M, dl) \). There is however other way of introducing star-products \([67]\). One can first define a star-product on some subspace \( F \subset C^\infty(M) \) of smooth functions, which is at the same time required to be a dense subspace in \( L^2(M, dl) \). The subspace \( F \) should be endowed with some topology. Moreover, the star-product should be continuous in \( F \) as well as in \( L^2(M, dl) \), and it is usually defined by some integral formula. From there it can be easily extended to a continuous star-product on the whole space \( L^2(M, dl) \). Denote by \( F' \) the space of continuous linear functionals on \( F \). The elements of \( F' \) are distributions and the space \( F \) is the space of test functions. We can identify functions \( f \in F \) with distributions given by

\[
\langle f, g \rangle = \int_M f(x) g(x) \, dl(x), \quad \text{for every } g \in F.
\]

(3.2.11)

Hence, we can write \( F \subset F' \). For \( f \in F' \) and \( g \in F \) we can define their *-product by

\[
\langle f \ast g, h \rangle = \langle f, g \ast h \rangle, \quad \langle g \ast f, h \rangle = \langle f, h \ast g \rangle, \quad \text{for every } h \in F.
\]

(3.2.12)

Denote by \( F_* \) the following subset:

\[
F_* = \{ f \in F' \mid f \ast g \in F \text{ and } g \ast f \in F \text{ for every } g \in F \}.
\]

(3.2.13)
In particular, \( \mathcal{F} \subset \mathcal{F}_* \). If the set \( \mathcal{F}_* \) obeys the property
\[
\langle f, h \ast g \rangle = \langle g, f \ast h \rangle, \quad \text{for every } f, g \in \mathcal{F}_* \text{ and } h \in \mathcal{F},
\] (3.2.14)
then \( \mathcal{F}_* \) is endowed with the algebra structure
\[
\langle f \ast g, h \rangle = \langle f, g \ast h \rangle, \quad \text{for every } f, g \in \mathcal{F}_* \text{ and } h \in \mathcal{F},
\] (3.2.15)
which is consistent with the involution \( \overline{f \ast g} = \overline{g} \ast \overline{f} \). In such case \( \mathcal{F} \) is called a normal subalgebra.

Note that the unity function \( 1 \) does not belong to \( \mathcal{F} \) or \( L^2(M, dl) \), but is automatically an element of \( \mathcal{F}_* \) and \( 1 \ast f = f \ast 1 = f \), for every \( f \in \mathcal{F}_* \). So, \( \mathcal{F}_* \) is an involutive algebra with unity.

In the case \( M = \mathbb{R}^{2N} \) the Schwartz space \( \mathcal{S}(\mathbb{R}^{2N}) \), i.e. the space of rapidly decreasing functions on \( \mathbb{R}^{2N} \), is the normal subalgebra for the Moyal product, cf. Section 3.4 and [65].

### 3.2.1 Quantum states

From definition, through an analogy with the classical case (cf. Section 2.3), quantum states are those functions \( \rho \in L^2(M, dl) \) which satisfy the following conditions

(i) \( \rho = \overline{\rho} \) (self-conjugation),

(ii) \( \int_M \rho \, dl = 1 \) (normalization),

(iii) \( \int_M \overline{f} \ast f \ast \rho \, dl \geq 0 \) for \( f \in C_0^\infty(M) \) (positive-definiteness),

or equivalently

(i') \( \rho = \overline{\rho} \) (self-conjugation),

(ii') \( \text{tr}(\rho) = 1 \) (normalization),

(iii') \( \text{tr}(\overline{f} \ast f \ast \rho) \geq 0 \) for \( f \in C_0^\infty(M) \) (positive-definiteness).

Quantum states form a convex subset of the Hilbert space \( L^2(M, dl) \). Pure states are defined as extreme points of the set of states, i.e. as those states which cannot be written as convex linear combinations of some other states. In other words \( \rho_{\text{pure}} \) is a pure state if and only if there do not exist two different states \( \rho_1 \) and \( \rho_2 \) such that \( \rho_{\text{pure}} = p\rho_1 + (1-p)\rho_2 \) for some \( p \in (0, 1) \). A state which is not pure is called a mixed state.

For certain symplectic manifolds \( M \) (cf. Proposition 4.3.6) pure states can be alternatively characterized as functions \( \rho_{\text{pure}} \in L^2(M, dl) \) which are self-conjugated, normalized, and idempotent:
\[
\rho_{\text{pure}} \ast \rho_{\text{pure}} = \rho_{\text{pure}}.
\] (3.2.16)
Mixed states $\rho_{\text{mix}} \in L^2(M, dl)$ can be characterized as convex linear combinations, possibly infinite, of some families of pure states $\rho_{\text{pure}}^{(\lambda)}$

$$\rho_{\text{mix}} = \sum_{\lambda} p_{\lambda} \rho_{\text{pure}}^{(\lambda)},$$

(3.2.17)

where $p_{\lambda} \geq 0$ and $\sum_{\lambda} p_{\lambda} = 1$.

The interpretation of pure and mixed states is similar as in classical mechanics. When we have the full knowledge of the state of the system then the system is described by a pure state. If we only know that the system is in some state with some probability then the system must be described by a mixed state.

For a given observable $A \in C^\infty(M)[\hbar]$ and state $\rho$ the expectation value of the observable $A$ in the state $\rho$ is defined by

$$\langle A \rangle_\rho = \int_M A^* \rho \, dl = \int_M A \rho \, dl = \text{tr}(A^* \rho).$$

(3.2.18)

### 3.2.2 Time evolution of quantum systems

The time evolution of a quantum system is governed by a Hamilton function $H \in C^\infty(M)[\hbar]$ which is, similarly as in classical mechanics, some distinguished observable, being a deformation of a classical Hamilton function $H_C$. As in classical theory there are two dual points of view on the time evolution: Schrödinger picture and Heisenberg picture. In the Schrödinger picture states undergo time development while observables do not. An equation of motion for states, through an analogy to the Liouville equation (2.4.12), takes the form

$$\frac{\partial \rho(t)}{\partial t} - \{H, \rho(t)\} = 0.$$  

(3.2.19)

The formal solution of (3.2.19) takes the form

$$\rho(t) = U(t) \ast \rho(0) \ast U(t),$$

(3.2.20)

where

$$U(t) = e^{-\frac{i}{\hbar} t H} = \sum_{k=0}^{\infty} \frac{1}{k!} \left( -\frac{i}{\hbar} t \right)^k \underbrace{H \ast \cdots \ast H}_{k}$$

(3.2.21)

is a unitary function as $H$ is self-conjugated:

$$U(t) \ast U^*(t) = U(t) \ast U(t) = 1.$$  

(3.2.22)

Hence, the time evolution of states can be alternatively expressed in terms of the one parameter group of unitary functions $U(t)$.

In the Heisenberg picture states remain still whereas observables undergo the time development. The time evolution of an observable $A \in C^\infty(M)[\hbar]$ is given by the action of the unitary function $U(t)$ from (3.2.21) on $A$:

$$A(t) = U^*(t) \ast A(0) \ast U(t) = e^{-t[H,.]} A(0),$$

(3.2.23)
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where

\[ e^{-t[H, \cdot]} := \sum_{k=0}^{\infty} \frac{(-t)^k}{k!} [H, [H, \ldots [H, \cdot] \ldots]]. \quad (3.2.24) \]

Differentiating (3.2.23) with respect to \( t \) results in the following evolution equation for \( A \):

\[ \frac{dA}{dt}(t) - [A(t), H] = 0. \quad (3.2.25) \]

Equation (3.2.25) is the quantum analogue of the classical equation (2.4.14).

Both presented approaches to the time development yield equal predictions concerning the results of measurements, since

\[ \langle A(0) \rangle_{\rho(t)} = \int_M A(0) \ast \rho(t) \, dl = \int_M A(0) \ast U(t) \ast \rho(0) \ast \overline{U(t)} \, dl = \int_M \overline{U(t)} \ast A(0) \ast U(t) \ast \rho(0) \, dl = \int_M A(t) \ast \rho(0) \, dl = \langle A(t) \rangle_{\rho(0)}. \quad (3.2.26) \]

3.3 Coordinate systems

The geometrical language which was used to quantize classical systems allowed for quantization to be performed in a coordinate independent way. However, in full analogy with classical mechanics, it is possible to consider quantum theory in some coordinate system. Let \( M \supset U \rightarrow V \subset \mathbb{R}^{2N}, x \mapsto (x^1(x), \ldots, x^{2N}(x)) \) be a coordinate system on a phase space \( M \). In analogy with the classical case this coordinate system is called quantum canonical if there holds

\[ [x^\alpha, x^\beta] = \mathcal{J}^{\alpha\beta}, \quad (3.3.1) \]

where

\[ (\mathcal{J}^{\alpha\beta}) = \begin{pmatrix} 0_N & I_N \\ -I_N & 0_N \end{pmatrix}. \quad (3.3.2) \]

We will denote a quantum canonical coordinate system \( (x^1, \ldots, x^{2N}) \) by

\[ (q^1, \ldots, q^N, p_1, \ldots, p_N) \equiv (q^i, p_j). \quad (3.3.3) \]

Then the quantum canonicity condition (3.3.1) takes the form

\[ [q^i, q^{i'}] = [p_i, p_{i'j}] = 0, \quad [q^i, p_{i'j}] = \delta^i_{i'}. \quad (3.3.4) \]

The functions \( q^i \) and \( p_j \) are observables of position and momentum associated with the coordinate system \( (q^i, p_j) \). Note that in the limit \( \hbar \rightarrow 0 \) a quantum canonical coordinate system reduces to a classical canonical coordinate system. If \( (q^i, p_j) \) and \( (q^{i'}, p_{j'}) \) are two quantum canonical coordinate systems then the transformation \( (q^i, p_j) \mapsto (q^{i'}, p_{j'}) \) between these two coordinate systems is called a quantum canonical transformation [42, 68–71].
Let us derive the condition on a coordinate system \((x^1, \ldots, x^{2N})\), which has to be satisfied to make it a classical and quantum canonical coordinate system.

**Theorem 3.3.1.** A coordinate system \((x^1, \ldots, x^{2N})\) is classical and quantum canonical iff

\[
\begin{align*}
C_1(x^\alpha, x^\beta) &= \mathcal{J}^{\alpha\beta}, \\
C_k(x^\alpha, x^\beta) &= 0, \quad k = 3, 5, \ldots,
\end{align*}
\]

for every \(\alpha, \beta = 1, \ldots, 2N\), where \(C_k\) are bidifferential operators in the expansion (3.2.3) of the \(\star\)-product.

**Proof.** From (2.2.3) and (iii) from Definition 3.1.1 we get (3.3.5a). In accordance with (3.3.1) a coordinate system \((x^1, \ldots, x^{2N})\) is a quantum canonical coordinate system iff

\[
[x^\alpha, x^\beta] = x^\alpha \star x^\beta - x^\beta \star x^\alpha = i\hbar \mathcal{J}^{\alpha\beta}.
\]

The above condition can be written in the form

\[
\sum_{k=0}^{\infty} \left( \frac{i\hbar}{2} \right)^k \left( C_k(x^\alpha, x^\beta) - C_k(x^\beta, x^\alpha) \right) = i\hbar \mathcal{J}^{\alpha\beta}.
\]

The above equation is equivalent with the following system of equations

\[
\begin{align*}
\frac{1}{2} (C_1(x^\alpha, x^\beta) - C_1(x^\beta, x^\alpha)) &= \mathcal{J}^{\alpha\beta}, \\
C_k(x^\alpha, x^\beta) &= C_k(x^\beta, x^\alpha), \quad k = 2, 3, \ldots
\end{align*}
\]

Equation (3.3.8a) is satisfied due to classical canonicity of the coordinate system. Equation (3.3.8b) due to property (i) of \(C_k\) in the expansion (3.2.3) of the \(\star\)-product can be rewritten in the form

\[
C_k(x^\alpha, x^\beta) = (-1)^k C_k(x^\alpha, x^\beta).
\]

The above formula is automatically satisfied for even \(k\), and for odd \(k\) we get the condition (3.3.5b).

\[\Box\]

If \((x^1, \ldots, x^{2N})\) is a coordinate system on \(M\) then we can write elements of \(C^\infty(M)[[\hbar]]\) in this coordinates receiving formal power series in \(C^\infty(V)[[\hbar]]\) where \(V \subset \mathbb{R}^{2N}\). In particular, if \(f = \sum_{k=0}^{\infty} \hbar^k f_k\) is an element of \(C^\infty(M)[[\hbar]]\) then by writing each \(f_k \in C^\infty(M)\) in the coordinates \((x^1, \ldots, x^{2N})\) we receive a formal power series in \(C^\infty(V)[[\hbar]]\). Analogically, we can write a \(\star\)-product on \(M\) in the coordinates \((x^1, \ldots, x^{2N})\) receiving a star-product on a subset \(V \subset \mathbb{R}^{2N}\). We will denote such star-product by \(\star^{(x)}\).

Note, that if \((x^1, \ldots, x^{2N})\) is a purely quantum canonical coordinate system, i.e. it is not at the same time classical canonical, then it must depend on \(\hbar\) and, in fact, will be a deformation of some classical canonical coordinate system. The components
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\[ \omega_{\alpha\beta} \text{ of the symplectic form } \omega \text{ for such purely quantum canonical coordinate system will also depend on } \hbar \text{ and can be expanded in the following series} \]

\[ \omega_{\alpha\beta} = J_{\alpha\beta} + \hbar \omega_{\alpha\beta}^{(1)} + \hbar^2 \omega_{\alpha\beta}^{(2)} + o(\hbar^3). \] (3.3.10)

In consequence, the bidifferential operators \( C_k \) from the expansion (3.2.3) of the \( \ast \)-product written in the coordinates \( (x^1, \ldots, x^{2N}) \) will depend on \( \hbar \). Expanding \( C_k \) in the power series of \( \hbar \) allows to write the \( \ast^{(x)} \)-product in the form

\[ f \ast^{(x)} g = \sum_{k=0}^{\infty} \left( \frac{i\hbar}{2} \right)^k C'_k(f,g), \] (3.3.11)

where \( C'_k \) are new bidifferential operators which are independent on \( \hbar \), satisfy conditions (i)-(iii) on page 22, and moreover, in accordance to (3.3.10)

\[ C'_1(f,g) = J^{\alpha\beta}(\partial_{x^\alpha} f)(\partial_{x^\beta} g). \] (3.3.12)

Thus we can show, similarly as in the proof of Theorem 3.3.1, that

\[ C'_1(x^\alpha, x^\beta) = J^{\alpha\beta}, \] (3.3.13a)

\[ C'_k(x^\alpha, x^\beta) = 0, \quad k = 3, 5, \ldots. \] (3.3.13b)

As a result the \( \ast^{(x)} \)-product can be considered as a coordinate representation, with respect to a classical and quantum canonical coordinate system, of some star-product on a symplectic manifold different than \( (M, \omega) \).

Let us make some remarks about domains of coordinate systems. If one is interested only in the investigation of a geometry of a classical Hamiltonian system \( (M, \omega, H) \), then one can consider coordinate systems defined on arbitrary open subsets \( U \) of a phase space \( M \). However, for quantum systems this does not remain true since star-products, considered in a non-formal setting, are not local.

The same thing happens when one wishes to investigate integrals over the phase space, e.g., to calculate expectation values of observables, then one cannot do this in an arbitrary coordinate system. The reason for this is that, in general the values of integrals will change if the integration will be performed over some subset \( U \subset M \). This argument applies both to classical and quantum theory. The only coordinate systems in which it is meaningful to consider integration are almost global coordinate systems (cf. Section 2.2).

### 3.4 Natural star-products on symplectic manifolds

#### 3.4.1 Moyal star-product on \( \mathbb{R}^{2N} \)

Let us take as a phase space \( M \) the symplectic vector space \( (\mathbb{R}^{2N}, \omega) \), where \( \omega \) is a symplectic matrix which components in a canonical basis \( e_1 = (1, 0, \ldots, 0), e_2 = (0, 1, \ldots, 0), \ldots, e_{2N} = (0, 0, \ldots, 1) \) on \( \mathbb{R}^{2N} \) are equal

\[ (\omega_{\mu\nu}) = \begin{pmatrix} 0_N & -I_N \\ I_N & 0_N \end{pmatrix}. \] (3.4.1)
On such symplectic manifold there exists a natural star-product which in canonical coordinates $x = x^α e_α \mapsto (x^1, \ldots, x^{2N})$ is given by the formula

$$f \star_M g = f \exp \left( \frac{i\hbar}{2} \omega_{μν} \partial_y^μ \partial_{x^ν} \right) g$$

where $ω^{μν}$ is an inverse matrix to the symplectic matrix $ω_{μν}$. The star-product (3.4.2) was first considered by Groenewold [72], Moyal [73], and Berezin [74] and is usually called a Moyal product.

**Proposition 3.4.1.** The Moyal product (3.4.2) is associative.

**Proof.** The Moyal product can be written in a form

$$(f \star_M g)(x) = \exp \left( \frac{i\hbar}{2} \omega^{μν} \partial_y^μ \partial_{x^ν} \right) (f(y)g(z)) \bigg|_{y=z=x}. \quad (3.4.3)$$

Derivatives $∂_x^α$ are derivations for the $\star_M$-product, which can be stated as

$$∂_x^α(f \star_M g)(x) = (∂_y^α + ∂_x^α) \exp \left( \frac{i\hbar}{2} \omega^{μν} \partial_y^μ \partial_{x^ν} \right) (f(y)g(z)) \bigg|_{y=z=x}. \quad (3.4.4)$$

Thus

$$(f \star_M g)(x) = \exp \left( \frac{i\hbar}{2} \omega^{μν} \partial_y^μ \partial_{x^ν} \right) (f \star_M g)(x) \bigg|_{y=x} = \exp \left( \frac{i\hbar}{2} \omega^{μν} \partial_y^μ \partial_{x^ν} \right) (f(y)g(z)) \bigg|_{y=x} = (f \star_M g \star_M h)(x). \quad (3.4.5)$$

**Proposition 3.4.2.** For elements $f, g$ of the space $C^∞(\mathbb{R}^{2N})$ of compactly supported functions on $\mathbb{R}^{2N}$

$$\int_{\mathbb{R}^{2N}} f \star_M g \, dx = \int_{\mathbb{R}^{2N}} fg \, dx. \quad (3.4.6)$$

**Proof.** Let

$$C_k(f, g) = \frac{1}{k!} ω^{μ_1 ν_1} \cdots ω^{μ_k ν_k} (∂_{x^{μ_1}} \cdots ∂_{x^{μ_k}} f)(∂_{x^{ν_1}} \cdots ∂_{x^{ν_k}} g). \quad (3.4.7)$$

Then, using integration by parts we get for $k = 1, 2, \ldots$

$$\int_{\mathbb{R}^{2N}} C_k(f, g) \, dx = - \int_{\mathbb{R}^{2N}} \frac{1}{k!} ω^{μ_1 ν_1} ω^{μ_2 ν_2} \cdots ω^{μ_k ν_k} (∂_{x^{μ_1}} \cdots ∂_{x^{μ_k}} f) \times (∂_{x^{ν_1}} \cdots ∂_{x^{ν_k}} g) \, dx$$

$$= - \int_{\mathbb{R}^{2N}} C_k(f, g) \, dx. \quad (3.4.8)$$
Thus
\[ \int_{\mathbb{R}^{2N}} C_k(f, g) \, dx = 0, \]  
(3.4.9)
which proves (3.4.6).

In the rest of the thesis we will use the following conventions concerning the Fourier transform. We will define the Fourier transform of a function \( f \) on \( \mathbb{R}^{2N} \) by the formula
\[
(\mathcal{F} f)(\xi) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} f(x) e^{-\frac{i}{\hbar} \xi \cdot x} \, dx,
\]
(3.4.10)
and the inverse Fourier transform by
\[
(\mathcal{F}^{-1} f)(x) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} f(\xi) e^{\frac{i}{\hbar} \xi \cdot x} \, d\xi.
\]
(3.4.11)
The Fourier transform has the following properties
\[
\mathcal{F} (\partial_{x^\mu} f)(\xi) = \frac{i}{\hbar} \xi^\mu \mathcal{F} f(\xi),
\]
(3.4.12)
\[
\mathcal{F} (f \cdot g) = \mathcal{F} f \ast \mathcal{F} g,
\]
(3.4.13)
where \( \ast \) is a convolution of functions defined by
\[
(f \ast g)(x) = \int_{\mathbb{R}^{2N}} f(y) g(x - y) \, dl(y) = \int_{\mathbb{R}^{2N}} f(x - y) g(y) \, dl(y).
\]
(3.4.14)

As an illustrative remark let us give an example of a subspace \( \mathcal{A} \) of \( C^\infty(\mathbb{R}^{2N}) \), with an appropriate topology on which the Moyal product is convergent. Let \( \mathcal{A} = \mathcal{F}(\mathcal{E}') \) be the Fourier image of the space of distributions with compact support \( \mathcal{E}' \). The space \( \mathcal{E}' \) is a dual space to the Fréchet space \( \mathcal{E} = C^\infty(\mathbb{R}^{2N}) \) equipped with a standard topology of uniform convergence on compact subsets of \( \mathbb{R}^{2N} \), together with all derivatives. \( \mathcal{E}' \) carries the strong dual topology, i.e. the topology of uniform convergence on bounded sets in \( \mathcal{E} \), whereas \( \mathcal{A} \) carries the topology induced by \( \mathcal{F} \) from \( \mathcal{E}' \). By the Paley-Wiener theorem \( \mathcal{A} \) is the space of smooth functions on \( \mathbb{R}^{2N} \) for which each derivative is polynomially bounded and which extend to entire functions on \( \mathbb{C}^{2N} \) of exponential type. That is \( f : \mathbb{R}^{2N} \to \mathbb{C} \) is an element of \( \mathcal{A} \) if and only if \( f \) extends to an entire function \( f : \mathbb{C}^{2N} \to \mathbb{C} \) satisfying for all \( z \in \mathbb{C}^{2N} \)
\[ |f(z)| \leq C(1 + |z|)^r e^{r|\text{Im}(z)|} \]  
(3.4.15)
for some constants \( C > 0, r > 0 \) and \( n \in \mathbb{N} \). Note that all polynomials belong to \( \mathcal{A} \).

**Theorem 3.4.1.** For \( f, g \in \mathcal{A} \) the series \( f \ast_M g \) is convergent in \( \mathcal{A} \). Thus \( \mathcal{A} \) is an algebra with respect to the Moyal product \( \ast_M \).
Theorem 3.4.2. For \( f, g \in \mathcal{F} \) the Moyal product can be written in the following integral form

\[
(f *_{M} g)(x) = \frac{1}{(\pi \hbar)^{2N}} \int_{\mathbb{R}^{2N}} \int_{\mathbb{R}^{2N}} f(x + u)g(x + v)e^{-\frac{i}{\hbar} \omega_{\mu \nu} u^\mu v^\nu} \, du \, dv. \tag{3.4.16}
\]

Proof. Using the properties (3.4.12) and (3.4.13) of the Fourier transform the Moyal product can be written in the following form

\[
(f *_{M} g)(x) = \mathcal{F}^{-1}(f *_{M} g)(x) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}(f *_{M} g)(\xi)e^{\frac{i}{\hbar} \xi_{\mu} x^\mu} \, d\xi
\]

\[
= \frac{1}{(2\pi \hbar)^{2N}} \int_{\mathbb{R}^{2N}} \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{i \hbar}{2} \right)^k \omega_{\mu_1 \nu_1} \cdots \omega_{\mu_k \nu_k} \int_{\mathbb{R}^{2N}} \mathcal{F}(\partial_{\mu_1} \cdots \partial_{\mu_k} f)(\eta) 
\]

\[
\times \mathcal{F}(\partial_{\nu_1} \cdots \partial_{\nu_k} g)(\xi - \eta)e^{\frac{i}{\hbar} \xi_{\mu} x^\mu} \, d\eta \, d\xi
\]

\[
= \frac{1}{(2\pi \hbar)^{2N}} \int_{\mathbb{R}^{2N}} \int_{\mathbb{R}^{2N}} \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{-i}{2\hbar} \right)^k \left( \omega_{\mu \nu} \eta_{\mu} - \eta_{\nu} \right)^k
\]

\[
\times \mathcal{F}f(\eta)\mathcal{F}g(\xi - \eta)e^{\frac{i}{\hbar} \xi_{\mu} x^\mu} \, d\eta \, d\xi
\]

\[
= \frac{1}{(2\pi \hbar)^{2N}} \int_{\mathbb{R}^{2N}} \int_{\mathbb{R}^{2N}} \mathcal{F}f(\eta)\mathcal{F}g(\xi - \eta)e^{-\frac{i}{\hbar} \omega_{\mu \nu} \eta_{\mu} (\xi_{\nu} - \eta_{\nu})} e^{\frac{i}{\hbar} \xi_{\mu} x^\mu} \, d\eta \, d\xi. \tag{3.4.17}
\]

Performing the change of variables

\[
\eta_{\mu} \rightarrow \eta_{\mu},
\]

\[
\xi_{\mu} \rightarrow \xi_{\mu} + \eta_{\mu} \tag{3.4.18}
\]

we get

\[
(f *_{M} g)(x) = \frac{1}{(2\pi \hbar)^{2N}} \int_{\mathbb{R}^{2N}} \int_{\mathbb{R}^{2N}} \mathcal{F}f(\eta)\mathcal{F}g(\xi)e^{\frac{i}{\hbar} (x^\mu + \frac{i}{2} \omega_{\mu \nu} \eta_{\nu})\xi_{\mu} - \frac{i}{\hbar} \eta_{\mu} x^\mu} \, d\eta \, d\xi
\]

\[
= \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}f(\eta)g(x + \frac{1}{2} \omega_{\eta} \eta) e^{\frac{i}{\hbar} \eta_{\mu} x^\mu} \, d\eta
\]

\[
= \frac{1}{(2\pi \hbar)^{2N}} \int_{\mathbb{R}^{2N}} \int_{\mathbb{R}^{2N}} f(y)g(x + \frac{1}{2} \omega_{\eta} \eta) e^{\frac{i}{\hbar} \eta_{\mu} x^\mu} e^{-\frac{i}{\hbar} \eta_{\mu} y^\mu} \, dy \, d\eta. \tag{3.4.19}
\]
After performing another change of variables
\[ y^\mu \rightarrow x^\mu + u^\mu, \]
\[ \eta_\mu \rightarrow 2\omega_{\mu\nu}v^\nu \]  
we receive the result.

The integral form of the Moyal product is also valid for \( f, g \in S(\mathbb{R}^{2N}) \). Moreover, it can be shown that \( \star_M \) is continuous on \( S(\mathbb{R}^{2N}) \) and that for \( f, g \in S(\mathbb{R}^{2N}) \), \( f \star_M g \in S(\mathbb{R}^{2N}) \) and
\[ \|f \star_M g\| \leq \|f\|\|g\|, \tag{3.4.21} \]
see e.g. [40, 65]. The extension of the Moyal product from \( F \) to a continuous star-product on \( S(\mathbb{R}^{2N}) \) is unique since \( F \) is dense in \( S(\mathbb{R}^{2N}) \). Hence the Schwartz space \( S(\mathbb{R}^{2N}) \) is an algebra with respect to the Moyal product. The subspace \( F \) is also an algebra with respect to \( \star_M \), which is a direct consequence of the fact that the Fourier transform \( \mathcal{F} \) is an automorphism of \( S(\mathbb{R}^{2N}) \). From (3.4.21) follows that the Moyal product is continuous with respect to the \( L^2 \)-topology and so can be uniquely extended to a continuous star-product on \( L^2(\mathbb{R}^{2N}) \).

It is not difficult to check that the integral form (3.4.16) of the Moyal product can be written in the following way
\[ (f \star_M g)(q,p) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \tilde{f}(q + \frac{1}{2}u, v)\tilde{g}(q - \frac{1}{2}v, u)e^{-i(u+v)p_i}du dv, \tag{3.4.22} \]
where \( \tilde{f} \) denotes the Fourier transform of \( f \) in the momentum variable
\[ \tilde{f}(q, u) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^N} f(q,p)e^{i\hbar p_i u_i} dp. \tag{3.4.23} \]

Note, that the Moyal product on the algebra \( A \) is not local, which can be seen from the integral form (3.4.16) of the Moyal product — for a fixed \( x \in \mathbb{R}^{2N} \) the value of the integral in (3.4.16) depends on the values of functions \( f \) and \( g \) far away from \( x \).

The Moyal product (3.4.2) is also a valid star-product on symplectic manifold \( M = T^*U = U \times \mathbb{R}^N \), where \( U \) is some open subset of \( \mathbb{R}^N \). This is a direct consequence of the fact that the Moyal product is a series of bidifferential operators which are local operators. For \( f, g \in C_0^\infty(M) \) the integral form (3.4.16) of the Moyal product still makes sense, since \( f \) and \( g \) can be uniquely extended to smooth functions defined on the whole space \( \mathbb{R}^{2N} \) with the same supports as \( f \) and \( g \) respectively (just by putting the functions \( f \) and \( g \) equal 0 outside \( U \times \mathbb{R}^N \)). In such case the expression (3.4.16) still can be formally expanded to the series (3.4.2). Denote by \( \mathcal{F} \) the space of smooth functions which momentum Fourier transforms are smooth functions with compact support. For \( f, g \in \mathcal{F} \) formula (3.4.22) makes sense and defines the Moyal product of functions \( f \) and \( g \). Taking the Fourier transform of (3.4.22) in the momentum variable we receive
\[ (f \star_M g)^\sim(q, u) = \int_{\mathbb{R}^N} \tilde{f}(q + \frac{1}{2}v, u - v)\tilde{g}(q - \frac{1}{2}(u - v), v)dv. \tag{3.4.24} \]
From (3.4.24) and the fact that the convolution of compactly supported smooth functions is also a compactly supported smooth function follows that \((f \ast_M g)^*\) has compact support and is smooth. Moreover, it is not difficult to see that \(f \ast_M g\) is smooth. Hence \(f \ast_M g \in \mathcal{F}\), i.e. \(\mathcal{F}\) is an algebra with respect to \(\ast_M\). Formula (3.4.24) defines actually a twisted convolution of \(\hat{f}\) and \(\hat{g}\).

Let now \((M, \omega)\) be a general symplectic manifold and \(\ast\) a star-product on \(M\) of the form (3.2.3). If we choose on \(M\) some coordinate system \(M \supset U \to V \subset \mathbb{R}^{2N}\), \(x \mapsto (x^1, \ldots, x^{2N}) = (q^1, \ldots, q^N, p_1, \ldots, p_N)\) which is at the same time classical and quantum canonical, then in this coordinates the symplectic form \(\omega\) takes the form (3.4.1) and we receive on the subset \(V\) a star-product \(\ast^{(x)}\). However, on \(V\) we can also define a Moyal product (3.4.2) associated to the same symplectic form \(\omega\). It happens that these two star-products are always equivalent.

**Theorem 3.4.3.** For any coordinate system \((x^1, \ldots, x^{2N})\) on the symplectic manifold \((M, \omega)\), which is at the same time classical and quantum canonical, there exists a unique series \(S = \sum_{k=0}^{\infty} \hbar^k S_k\) of the form (3.1.6), such that

\[
S(f \ast^{(x)}_M g) = Sf \ast^{(x)} Sg,
\]

\[
Sx^\alpha = x^\alpha,
\]

\[
S\bar{f} = \bar{Sf},
\]

where \(\ast^{(x)}_M\) is a star-product which in the coordinates \((x^1, \ldots, x^{2N})\) is of the form of the Moyal product. The series \(S\) will satisfy (3.4.25) if and only if

\[
[S_{2k}, x^\alpha] = \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A^\alpha_{2l} S_{2(k-l)},
\]

\[
[S_{2k}, \partial^\alpha] = \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A^\alpha_{2l+1} S_{2(k-l)},
\]

and \(S_{2k-1} = 0\) for \(k = 1, 2, \ldots\), where \(\partial^\alpha = \omega^{\alpha\beta} \partial_x \beta\) and \(A^\alpha_k f = C_k(x^\alpha, f)\).

The proof of the above theorem is given in Appendix A. Equations (3.4.26) can be used to recursively calculate the series \(S\) order by order in \(\hbar\). The general solution of (3.4.26) is of the form

\[
S_{2k} = \sum_{n=1}^{\infty} \frac{1}{n!} [x^{\alpha_1}, \ldots, [x^{\alpha_{n-1}}, F^{\alpha_n}]] \partial_{\alpha_1} \cdots \partial_{\alpha_n},
\]

where \(F^\alpha = \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A^\alpha_{2l} S_{2(k-l)}\). Indeed, it is enough to solve (3.4.26a), since the solution of (3.4.26a) is specified up to an additive function which has to be equal
zero by virtue of (3.4.25b). We have that

\[
[S_{2k}, x^\alpha] = -\sum_{n=1}^{\infty} \frac{1}{n!}[x^\alpha, [x^{\beta_1}, \ldots, [x^{\beta_{n-1}}, F^{\beta_n}]]] \partial_{\beta_1} \cdots \partial_{\beta_n}
\]

\[
+ \sum_{n=1}^{\infty} \frac{1}{(n-1)!}[x^{\beta_1}, \ldots, [x^{\beta_{n-1}}, F^{\alpha}]] \partial_{\beta_1} \cdots \partial_{\beta_{n-1}}
\]

\[
= -\sum_{n=1}^{\infty} \frac{1}{n!}[x^{\beta_1}, \ldots, [x^{\beta_n}, F^{\alpha}]] \partial_{\beta_1} \cdots \partial_{\beta_n}
\]

\[
+ \sum_{n=0}^{\infty} \frac{1}{n!}[x^{\beta_1}, \ldots, [x^{\beta_n}, F^{\alpha}]] \partial_{\beta_1} \cdots \partial_{\beta_n} = F^\alpha.
\]

(3.4.28)

Note, that since $A_k^\alpha$ are differential operators of finite order the sum in (3.4.27) will be finite.

From Theorem 3.4.3 follows that a quantization of a classical system given by a star-product of the form (3.2.3) and some assignment of measurable quantities to elements $A \in C^\infty(M)[\hbar]$, locally is equivalent with a Moyal quantization given by the Moyal product (3.4.2) and an assignment of measurable quantities to elements $A' = SA$. This fact is of fundamental importance for introducing an operator representation of quantum mechanics.

**Remark 3.4.1.** Note, that Theorem 3.4.3 is also valid for a purely quantum canonical coordinate system $(x^1, \ldots, x^{2N})$ since, in accordance to Section 3.3, the $\star(x)$-product can be considered as a coordinate representation, with respect to a classical and quantum canonical coordinate system, of some star-product on some other symplectic manifold.

In what follows we will consider only such $\star$-products for which, for every almost global classical and quantum canonical coordinate system $M \supset U \rightarrow V \subset \mathbb{R}^{2N}$, $x \mapsto (x^1, \ldots, x^{2N})$, the associated series $S$ giving the equivalence with a Moyal product has the property that for every $f \in C_0^\infty(V)$ the series $S(f)$ is convergent to an element of $L^2(V, dl)$ and

\[
\int_V Sf \, dl = \int_V f \, dl, \quad f \in C_0^\infty(V).
\]

(3.4.29)

From (3.4.29) it follows that

\[
(Sf, Sg) = (f, g), \quad f, g \in C_0^\infty(V).
\]

(3.4.30)

Indeed,

\[
(Sf, Sg) = \int_V \overline{Sf} Sg \, dl = \int_V Sf \star^{(x)} Sg \, dl
\]

\[
= \int_V S(\bar{f} \star^{(x)}_M g) \, dl = \int_V \bar{f} \star^{(x)}_M g \, dl = (f, g).
\]

(3.4.31)

The above property imposed on the series $S$ guaranties that $S$ can be uniquely extended to a unitary operator defined on the whole Hilbert space $L^2(V, dl)$ and satisfying

\[
S(f \star^{(x)}_M g) = Sf \star^{(x)} Sg, \quad f, g \in L^2(V, dl).
\]

(3.4.32)
3.4.2 Family of star-products on $T^*E^N$

Let us consider an $N$-dimensional Euclidean space $E^N$. The cotangent bundle $T^*E^N$ to this space is a $2N$-dimensional manifold naturally endowed with a symplectic structure $\omega$, as was discussed in Section 2.1. Let us choose some Cartesian coordinate system $(q^1, \ldots, q^N)$ on $E^N$. This coordinate system extends to a Cartesian coordinate system $(q^1, \ldots, q^N, p_1, \ldots, p_N) = (x^1, \ldots, x^{2N})$ on the symplectic manifold $T^*E^N$ (see Section 2.1). In this coordinates the symplectic form $\omega$ takes the form $d p_i \wedge d q_i$. Also the Poisson tensor $P = \omega^{-1}$ related to the symplectic form $\omega$ can be written in the form

$$P = J^{\mu\nu} D_\mu \otimes D_\nu = \sum_{i=1}^N X_i \wedge Y_i,$$

(3.4.34)

where $X_i = D_i$ and $Y_i = D_{N+i}$ for $i = 1, \ldots, N$.

In what follows we will define a family of star-products on the symplectic manifold $T^*E^N$. Let $(D_\mu)$ be a sequence of pair-wise commuting global vector fields from the decomposition (3.4.34) of the Poisson tensor $P$. Define a star-product by the formula

$$f \star g = f \exp \left( \frac{i}{\hbar} J^{\mu\nu} \frac{D_\mu}{\partial x^\mu} \frac{D_\nu}{\partial x^\nu} \right) g.$$  

(3.4.35)

From the commutativity of vector fields $D_\mu$ follows the associativity of the star-product. The proof of this fact is analogical as the proof of Proposition 3.4.1. As was pointed out earlier the sequence $(D_\mu)$ is not uniquely specified by the Poisson tensor, thus we can define the whole family of star-products related to the same Poisson tensor.

In particular, if $A^\nu$ is a symplectic matrix with constant coefficients i.e. $A^T J A = J$ or equivalently $J^{\mu\nu} A_\mu A_\nu = J^{\alpha\beta}$, then vector fields $D'_\mu = A^\nu D_\nu$ also pair-wise commute and satisfy $P = J^{\mu\nu} D'_\mu \otimes D'_\nu$. Both sequences $(D_\mu)$ and $(D'_\mu)$ define the same star-product, as can be checked by a direct computation. Thus the introduced family of star-products is parametrized by elements of the space of sequences $(D_\mu)$ modulo the symplectic group $Sp(2N)$.

The constructed family of star-products consists of equivalent star-products, which is a direct consequence of Theorem 3.1.1.

Example 3.4.1. Let us consider the Poisson manifold $T^*\mathbb{R} \cong \mathbb{R}^2$ with the standard Poisson tensor $P$. Assume that $(q, p)$ is a Darboux coordinate system. Consider the following vector fields

$$X = \partial_q, \quad Y = \partial_p,$$

$$X' = q^2 \partial_q - 2qp \partial_p, \quad Y' = q^{-2} \partial_p.$$  

(3.4.36)
It can be checked that \([X, Y] = 0, [X', Y'] = 0\) and
\[
P = X \wedge Y = X' \wedge Y'.
\] (3.4.37)

Star-products induced by vector fields \(X, Y\) and \(X', Y'\) are equivalent and the morphism \(S\) giving this equivalence is represented by the formula
\[
S = \text{id} + \frac{\hbar^2}{4} \left( 2q^{-2} \partial_q^2 + q^{-2} p \partial_p^2 - q^{-1} \partial_q \partial_p^2 \right) + o(\hbar^4).
\] (3.4.38)

Note that vector fields \(X, Y\) and \(X', Y'\) are related by a canonical transformation \(T: (q, p) \mapsto T(q, p) = (-q^{-1}, q^2 p)\):
\[
(Xf) \circ T = X'(f \circ T), \quad (Yf) \circ T = Y'(f \circ T),
\] (3.4.39)
for \(f \in C^\infty(\mathbb{R}^2)\).

For a given sequence of vector fields \((D_\mu)\) from the decomposition (3.4.34) of the Poisson tensor \(P\) there exists a global coordinate system \((x^1, \ldots, x^{2N})\) in which \(D_\mu\) are coordinate vector fields, i.e. \(D_\mu = \partial_{x^\mu}\). Such coordinate system is of course a Darboux coordinate system associated with the symplectic form \(\omega\). In this coordinates the star-product (3.4.35) takes the form of the Moyal product (3.4.2). The coordinate system \((x^1, \ldots, x^{2N})\) will be called a natural coordinate system of the \(\star\)-product.

The structure of the symplectic manifold \(T^*E^N\) distinguishes one product from the presented family of star-products, namely the one for which the natural coordinate system is the Cartesian coordinate system. Such star-product is indeed uniquely defined since coordinate vector fields of Cartesian coordinate systems are related to each other by linear symplectic transformations and such transformations do not change the star-product (3.4.35) as pointed out earlier. This distinguished star-product will be called a canonical star-product on \(T^*E^N\).

In what follows let us write the canonical star-product on \(T^*E^N\) in a different form. To do this let us first write it in a Darboux coordinate system induced from an arbitrary curvilinear coordinates on \(E^N\). Let \(\phi: (q^1, \ldots, q^N) \mapsto (q^1, \ldots, q^N)\) be a change of coordinates from arbitrary curvilinear coordinates \((q^1, \ldots, q^N)\) to Cartesian coordinates \((q^1, \ldots, q^N)\). The transformation \(\phi\) on \(E^N\) induces a canonical transformation \((q', p') \mapsto T(q', p') = (q, p)\) on the symplectic manifold \(T^*E^N\) according to the formula (2.1.17).

The canonical star-product in Cartesian coordinates takes the form of a Moyal product (3.4.2). The Moyal product (3.4.2) under the point transformation \(T\) transforms to the following star-product:
\[
f \star^{(q', p')} g = f \exp \left( \frac{i}{\hbar} \int \Gamma^{\mu \nu}_{\alpha \beta} \overline{D_{\alpha \beta}} D_{\mu \nu} \right) g,
\] (3.4.40)

where
\[
D_{q'} = [(\phi(q'))^{-1}]_j^i \left( \partial_{q'} + \Gamma_{ji}(q') p'_i \partial_{p'_j} \right),
\]
\[
D_{p'} = [\phi(q')]_j^i \partial_{p'_j}
\] (3.4.41)
is a transformation of Cartesian coordinate vector fields $\partial_{q^i}, \partial_{p^j}$ to a new coordinate chart, and $\Gamma^{i}_{jk}(q') = [(\phi'(q'))^{-1}]^i_{[j} [\phi'(q')]^k_{]i} ((\phi''(q'))_{jk} = \frac{\partial^2 \phi^i}{\partial q^j \partial q^k}(q')$ is the Hessian of $\phi^i$. Note that the symbols $\Gamma^{i}_{jk}(q')$ are the Christoffel symbols for the $(q'^1, \ldots, q'^N)$ coordinates, associated to the standard linear connection $\nabla$ on the configuration space $E^N$. Formula (3.4.40) can be written in the form

$$f \cdot (q', p') = \sum_{n,m=0}^{\infty} \frac{1}{n!m!} (-1)^m \left( \frac{i\hbar}{2} \right)^{n+m} (D^{j_1 \ldots j_m}_{i_1 \ldots i_n} f)(D^{i_1 \ldots i_n}_{j_1 \ldots j_m} g),$$

(3.4.42)

where operators $D^{j_1 \ldots j_m}_{i_1 \ldots i_n}$ are given recursively by

$$D^{j_1 \ldots j_m}_{i_1 \ldots i_{n+1}} f = D_{i_{n+1}} (D^{j_1 \ldots j_m}_{i_1 \ldots i_n} f) - \Gamma^{i}_{k_{i_{n+1}}} D^{j_1 \ldots j_m}_{k_{i_1 \ldots i_n}} f - \cdots - \Gamma^{i}_{k_{i_{n+1}}} D^{j_1 \ldots j_m}_{i_{n+1} i_1 \ldots i_n} f,
$$

(3.4.43a)

$$D^{j_1 \ldots j_m+1}_{i_1 \ldots i_n} f = D^{j_1 \ldots j_m}_{i_1 \ldots i_n} f + \Gamma^{j}_{k_{i_1 \ldots i_n}} D^{j_1 \ldots j_m}_{i_{n+1} i_1 \ldots i_n} f,$$

(3.4.43b)

$$D_{i} f = \partial_{q^i} f + \Gamma^{k}_{i j} \partial_{p_j} f,$$

(3.4.43c)

$$D^i f = \partial_{p_i} f,$$

(3.4.43d)

where $\{D_i, D^j\}$ is a so called adopted frame on $T^*E^N$ [75]. Note that the upper indices in the operator $D^{j_1 \ldots j_m}_{i_1 \ldots i_n}$ commute with the lower indices, i.e. it does not matter if, when calculating $D^{j_1 \ldots j_m}_{i_1 \ldots i_n} f$, we first use formula (3.4.43a) and then (3.4.43b) or vice verse.

Equation (3.4.42) takes the form

$$f \cdot (q', p') = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{i\hbar}{2} \right)^{k} \sum_{n=0}^{k} \binom{k}{n} (-1)^{k-n} (\tilde{\nabla} \cdots \tilde{\nabla} f)_{i_1 \ldots i_n j_1 \ldots j_{k-n}} \times (\tilde{\nabla} \cdots \tilde{\nabla} g)_{i_1 \ldots i_n j_1 \ldots j_{k-n}},$$

(3.4.44)

where $\tilde{i} = N + i$ and $\tilde{\nabla}$ is a linear connection on the symplectic manifold $T^*E^N$, which components in the frame $\{D_i, D^j\}$ are equal

$$\tilde{\Gamma}^i_{jk} = \Gamma^i_{jk}, \quad \tilde{\Gamma}^j_{ik} = -\Gamma^j_{ik}$$

(3.4.45)

with the remaining components equal zero. Equation (3.4.44) can be written in the form

$$f \cdot (q', p') = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{i\hbar}{2} \right)^{k} \sum_{n=0}^{k} \binom{k}{n} A^{\mu_1 \nu_1} \cdots A^{\mu_n \nu_n} B^{\mu_{n+1} \nu_{n+1}} \cdots B^{\mu_k \nu_k} \times (\tilde{\nabla} \cdots \tilde{\nabla} f)_{\mu_1 \ldots \mu_k} (\tilde{\nabla} \cdots \tilde{\nabla} g)_{\nu_1 \cdots \nu_k},$$

(3.4.46)

where

$$A = \begin{pmatrix} 0_N & I_N \\ 0_N & 0_N \end{pmatrix}, \quad B = \begin{pmatrix} 0_N & 0_N \\ -I_N & 0_N \end{pmatrix},$$

(3.4.47)
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Equation (3.4.46) takes the form

\[ f \star (q', p') \ g = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{i\hbar}{2} \right)^k (A + B)^{\mu_1 \nu_1} \cdots (A + B)^{\mu_k \nu_k} (\nabla \cdots \nabla f)_{\mu_1 \cdots \mu_k} \times (\nabla \cdots \nabla g)_{\nu_1 \cdots \nu_k}. \]  

(3.4.48)

Introducing

\[ \omega = A + B = \begin{pmatrix} 0_N & I_N \\ -I_N & 0_N \end{pmatrix} \]  

(3.4.49)

we finally receive

\[ f \star (q', p') \ g = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{i\hbar}{2} \right)^k \omega^{\mu_1 \nu_1} \cdots \omega^{\mu_k \nu_k} (\nabla \cdots \nabla f)_{\mu_1 \cdots \mu_k} (\nabla \cdots \nabla g)_{\nu_1 \cdots \nu_k}. \]  

(3.4.50)

Since \( D_i \wedge D^j = \partial_{q^i} \wedge \partial_{p^j} \), \( \omega^{\mu \nu} \) are components of the Poisson tensor in the Darboux frame \( \{ \partial_{q^i}, \partial_{p^j} \} \) as well as in the adopted frame \( \{ D_i, D^j \} \).

The Christoffel symbols of the linear connection \( \tilde{\nabla} \) in the Darboux coordinate frame take the form

\[ \tilde{\Gamma}^i_{jk} = \Gamma^i_{jk}, \quad \tilde{\Gamma}^i_{jk} = -\Gamma^j_{ik}, \quad \tilde{\Gamma}^i_{jk} = -\Gamma^k_{ij}, \]  

(3.4.51)

with the remaining components equal zero. From the construction it follows that \( \tilde{\nabla} \) is symplectic, i.e. \( \nabla \omega = 0 \). Moreover, from flatness of the configuration space \( E^N \) it follows that \( \tilde{\nabla} \) is flat and torsionless.

Thus we wrote the canonical star-product on \( T^*E^N \) in a covariant form (3.4.50), where \( \tilde{\nabla} \) is a connection induced from a standard Levi-Civita connection on \( E^N \). Other star-products on \( E^N \) also can be written in a covariant form (3.4.50). As a linear connection \( \nabla \) one has to take a connection which components in a natural coordinate system vanish. However, such connection is not related to a standard Levi-Civita connection on \( E^N \).

Equation (3.4.51) defines a lift of the Levi-Civita connection on \( E^N \) to a symplectic connection on \( T^*E^N \). It is possible to define a lift of the Levi-Civita connection \( \Gamma^i_{jk} \) on a general Riemannian manifold \( Q \) to a symplectic and torsionless connection \( \tilde{\Gamma}^a_{\beta \gamma} \) on the cotangent bundle \( T^*Q \). The resulting connection in the Darboux coordinate frame is given by the formulas

\[ \tilde{\Gamma}^i_{jk} = \Gamma^i_{jk}, \quad \tilde{\Gamma}^i_{jk} = -\Gamma^j_{ik}, \quad \tilde{\Gamma}^i_{jk} = -\Gamma^k_{ij}, \]  

(3.4.52)

with the remaining components equal zero. In the adopted frame \( \{ D_i, D^j \} \) the connection \( \tilde{\Gamma}^a_{\beta \gamma} \) takes the form

\[ \tilde{\Gamma}^i_{jk} = \Gamma^i_{jk}, \quad \tilde{\Gamma}^i_{jk} = -\Gamma^j_{ik}, \quad \tilde{\Gamma}^i_{jk} = -\Gamma^k_{ij}, \]  

(3.4.53)
with the remaining components equal zero. Straightforward but tedious calculations lead to the following components $\tilde{R}_{\alpha\beta}^{i}$ for the curvature tensor of the symplectic torsionless connection $\tilde{\nabla}$ given by (3.4.52)

\[
\tilde{R}_{ijkl}^i = R_{ijkl}^i, \quad \tilde{R}_{ijkl}^i = \frac{2}{3} R_{(ij)k}^i, \quad \tilde{R}_{ijkl}^i = -\frac{1}{3} \partial_r \left( R_{ijkl}^r + R_{ijkl}^r - 6 \Gamma_{(i}^r \Gamma_{j)k}^l + 4 R_{(i}^r \Gamma_{jkl)}^s \right),
\]

(3.4.54)

with all remaining independent components equal zero, where $(\cdot, \cdot)$ and $[\cdot, \cdot]$ stand for the symmetrization and anti-symmetrization, respectively. From (3.4.54) it is possible to calculate the components of the Ricci curvature tensor, $\tilde{R}_{\alpha\beta} = \tilde{R}_{\alpha\gamma\beta}^\gamma$, receiving

\[
\tilde{R}_{ij} = \frac{2}{3} R_{ij}, \quad \tilde{R}_{ij} = \tilde{R}_{ij} = \tilde{R}_{ij} = 0.
\]

(3.4.55)

As we will see later, on a symplectic manifold endowed with a symplectic torsionless connection it is possible to distinguish a family of star-products. In the majority of physically interesting cases as the symplectic manifold is taken the cotangent bundle to a configuration space being a Riemannian manifold. In such case there exists a distinguished connection and thus a family of star-products which can be used to introduce quantization. More about lifts of connections can be found in [75, 76].

**Remark 3.4.2.** The star-product (3.4.35) is also a valid star-product on more general symplectic manifolds. Let us consider a symplectic manifold $M$ whose Poisson tensor can be written in the form (3.4.34). In addition, let us assume that the first de Rham cohomology class $H^1(M)$ vanishes. This will guarantee the existence of global natural coordinate systems associated to the star-products (3.4.35). On such symplectic manifold $M$ the product (3.4.35) is a valid star-product, which can also be written in a covariant form (3.4.50) with an appropriate linear connection $\tilde{\nabla}$. However, in this case there is no distinguished star-product from the family of products (3.4.35). To distinguish a star-product we have to distinguish a sequence of commuting vector fields $(D_\mu)$ from the decomposition (3.4.34) of the Poisson tensor, or equivalently, by distinguishing a flat torsionless symplectic linear connection $\tilde{\nabla}$ on $M$.

### 3.4.3 Canonical star-product on $T^*Q$ with a flat base manifold $Q$

We can distinguish a star-product on more general symplectic manifolds. Let $Q$ be an $N$-dimensional flat Riemannian manifold, and let us take as a symplectic manifold $M$ the cotangent bundle to $Q$, $M = T^*Q$. By virtue of (3.4.51) we can lift a flat Levi-Civita connection $\nabla$ on $Q$ to a flat torsionless symplectic connection $\tilde{\nabla}$ on $M$. In analogy to (3.4.50) we can define a canonical star-product on $M$ by the following formula

\[
f \ast g = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{ih}{2} \right)^k \omega_{\mu_1\nu_1} \ldots \omega_{\mu_k\nu_k} (\tilde{\nabla}_{\mu_1} \ldots \tilde{\nabla}_{\mu_k} f)_{\nu_1 \ldots \nu_k} (\tilde{\nabla}_{\mu_1} \ldots \tilde{\nabla}_{\mu_k} g)_{\nu_1 \ldots \nu_k}.
\]

(3.4.56)
It can be proved that the star-product (3.4.56) is associative (see [49]), thus it is a proper star-product on \( M \). Note, that in a case of a non-flat connection \( \nabla \) the star-product (3.4.56) in general fails to be associative.

The star-product (3.4.56) can be written in a different form. Let \( \exp : TM \to M \) be an exponential map of the connection \( \nabla \). For every \( x \in M \) there exists a neighborhood \( U \subset M \) of \( x \) on which \( \exp_x \) is a diffeomorphism of an open subset \( V \) of the tangent space \( T_x M \) onto \( U \). \( \exp \) can be used to locally represent each function \( f \in C^\infty(M) \) as a smooth function defined on the vector space \( T_x M \). On each vector space there exists a canonical star-product, namely the Moyal product \( \star_M \), thus it is natural to define on \( M \) a star-product by the following formula

\[
(f \star g)(x) = (\exp_x^* f \star_M \exp_x^* g)(0),
\]

where \( \exp_x^* f = f \circ \exp_x \). Using the formula

\[
\frac{\partial^k}{\partial y^{\mu_1} \ldots \partial y^{\mu_k}} f(\exp_x(y)) \bigg|_{y=0} = (\tilde{\nabla} \cdots \tilde{\nabla} f)_{\mu_1 \ldots \mu_k}(x)
\]

one can easily see that the star-product (3.4.57) is equal to (3.4.56).

For certain manifolds \( Q \) the star-product (3.4.56) can be written in an integral form. A Riemannian manifold \((Q, g)\) will be called geodesically simply connected if every pair of points in \( Q \) is connected by a unique geodesic. A Riemannian manifold \((Q, g)\) will be called almost geodesically simply connected if for every \( q \in Q \) there exists a neighborhood \( U \subset Q \) of \( q \) such that \( Q \setminus U \) is of measure zero with respect to the measure induced by the metric volume form \( \omega_g \), and every point in \( U \) can be connected with \( q \) by a unique geodesic. Similarly we define the notion of an (almost) geodesically simply connected symplectic manifold \((M, \omega)\) equipped with a torsionless symplectic connection. In that case we replace in the definition the metric volume form \( \omega_g \) with the Liouville volume form \( \Omega \). If \( Q \) is (almost) geodesically simply connected then \( T^* Q \) has the same property. An example of geodesically simply connected Riemannian manifold is the Euclidean space, and an example of almost geodesically simply connected Riemannian manifold is the sphere.

If \( M = T^* Q \) is almost geodesically simply connected then for every \( x \in M \) exists a neighborhood \( U \subset M \) such that \( M \setminus U \) is of measure zero and \( \exp_x \) is a diffeomorphism of an open subset \( V \subset T_x M \) onto \( U \). If \( f \in C^\infty_0(M) \) is a smooth function with compact support then \( \exp_x^* f \in C^\infty_0(V) \) is also a smooth function with compact support. The function \( \exp_x^* f \) can be uniquely extended to a smooth function defined on the whole tangent space \( T_x M \) with the same support as \( \exp_x^* f \), just by putting the function \( \exp_x^* f \) equal 0 outside \( V \). Thus by virtue of (3.4.57) and the integral form of the Moyal product (3.4.16) it follows that for \( f, g \in C^\infty_0(M) \) the \( \star \)-product can be written in the following integral form

\[
(f \star g)(x) = \frac{1}{(\pi \hbar)^N} \int_{T_x M} \int_{T_x M} f(\exp_x(u)) g(\exp_x(v)) e^{-\frac{\hbar}{\pi} \omega_x(u, v)} du \, dv.
\]

Note, that the assumption that \( M \setminus U \) is of measure zero guarantees that the above integral form of the \( \star \)-product indeed expands to the series (3.4.56).

Let \( (x^1, \ldots, x^{2N}) \) be a coordinate system on \( M \) which is at the same time classical and quantum canonical. In accordance with Theorem 3.4.3 the \( \star^{(x)} \)-product is
equivalent with the Moyal product for the coordinates \((x^1, \ldots, x^{2N})\). In what follows we will derive the form of the respective equivalence morphism \(S\) to the second order in \(\hbar\). By virtue of Theorem 3.4.3 it follows that only terms with even powers in \(\hbar\) are non-zero, thus we only have to calculate \(S_2\). To find the form of \(S_2\) we have to solve the following system of equations

\[
\begin{align*}
[S_2, x^\alpha] &= -\frac{1}{4} A^\alpha_k, \\
[S_2, \partial^\alpha] &= -\frac{1}{4} A^\alpha_k,
\end{align*}
\]

where

\[
A^\alpha_k f = \frac{1}{k!} \omega^{\mu_1 \nu_1} \cdots \omega^{\mu_k \nu_k} (\tilde{\nabla} \cdots \tilde{\nabla} x^\alpha)_{\mu_1 \cdots \mu_k} (\tilde{\nabla} \cdots \tilde{\nabla} f)_{\nu_1 \cdots \nu_k}.
\]

**Theorem 3.4.4.** The solution to (3.4.60) is of the form

\[
S_2 = -\frac{1}{24} \tilde{\Gamma}^\alpha_{\beta \gamma} \partial^\alpha \partial^\beta \partial^\gamma + \frac{1}{16} \tilde{\Gamma}^\mu_{\nu \alpha} \tilde{\Gamma}^\nu_{\mu \beta} \partial^\alpha \partial^\beta,
\]

where \(\tilde{\Gamma}^\alpha_{\beta \gamma} = \omega_{\alpha \delta} \tilde{\Gamma}^\delta_{\beta \gamma}\).

The proof of the above theorem is given in Appendix B. Note that the condition that \(\nabla\) has vanishing torsion can be restated as

\[
\tilde{\Gamma}^\alpha_{\beta \gamma} = \tilde{\Gamma}^\alpha_{\gamma \beta},
\]

and the condition that \(\nabla\) is symplectic \((\omega_{\mu \nu ; \alpha} = 0, \omega^{\mu \nu} ; \alpha = 0)\) in Darboux coordinates can be restated as

\[
\begin{align*}
\omega^{\delta \beta} \tilde{\Gamma}^\alpha_{\beta \gamma} &= \omega^{\alpha \gamma} \tilde{\Gamma}^\delta_{\beta \gamma}, \\
\omega^\delta_{\beta \alpha} \tilde{\Gamma}^\alpha_{\beta \gamma} &= \omega^\delta_{\gamma \alpha} \tilde{\Gamma}^\alpha_{\beta \gamma}.
\end{align*}
\]

From conditions (3.4.63) and (3.4.64b) we get that \(\nabla\) is symplectic and torsionless iff \(\tilde{\Gamma}^\alpha_{\beta \gamma}\) is symmetric with respect to indices \(\alpha, \beta, \gamma\) [76].

**Remark 3.4.3.** The \(\star\)-product (3.4.56) can be also defined on a general symplectic manifold \((M, \omega)\) equipped with a flat torsionless symplectic connection \(\nabla\). In such general case formula (3.4.57), considerations about the integral form of the \(\star\)-product, and the form of the morphism \(S\) (3.4.62) remain the same.

### 3.4.4 Family of star-products on \(T^*Q\) with a non-flat base manifold \(Q\)

In this section we will describe a procedure of introducing star-products on a symplectic manifold \(M = T^*Q\) over a non-flat Riemannian manifold \((Q, g)\). In such general case we will use a connection \(\nabla\) on \(T^*Q\), induced from a Levi-Civita connection \(\nabla\) on \(Q\), to define a star-product. However, a star-product in the form
(3.4.56) for a curved linear connection $\nabla$ is not a proper star-product (it is not associative). Thus we have to change the star-product (3.4.56) in such a way that for a curved linear connection $\nabla$ it would remain associative. Moreover, we would like it to be equivalent with the Moyal product for every classical and quantum canonical coordinate system.

The general way of defining on a symplectic manifold $M$ a star-product equivalent with the Moyal product is as follows. As in the general case there is no single global coordinate chart, in order to define a product, which will be equivalent with the Moyal product, it is necessary to do this locally for every classical and quantum canonical coordinate chart. Let us take an atlas of classical and quantum canonical coordinate charts $(x_1, \ldots, x_{2N})$ defined on open subsets $U_\alpha$ of the symplectic manifold $M$. Moreover, let us take some family of linear automorphisms $S_\alpha$ of $C^\infty(U_\alpha)$ with the property: two morphisms $S_\alpha$ and $S_\beta$ when acted on the Moyal products $S_M^{(x_\alpha)}$ and $S_M^{(x_\beta)}$ give star-products, which on the intersection $U_\alpha \cap U_\beta$, are related to each other by the change of variables $(x_\alpha^1, \ldots, x_{2N}^\alpha) \mapsto (x_\beta^1, \ldots, x_{2N}^\beta)$. Every such automorphism $S_\alpha$ can be used to define a star-product on $C^\infty(U_\alpha)$ by acting on the Moyal product $S_M^{(x_\alpha)}$. All these star-products are consistent on the intersections $U_\alpha \cap U_\beta$ and hence glue together to give a global star-product on $C^\infty(M)$. The question whether such family of automorphisms $S_\alpha$ always exists is nontrivial. Moreover, in the case when such family exists it is not specified uniquely.

In what follows we will use the above procedure to define on $M = T^* Q$ a family of star-products. We will present the construction to the third order in $\hbar$. Let us take the admissible morphisms $S_\alpha$ in the similar form as for the flat case (see formula (3.4.62))

$$S = \text{id} + \hbar^2 \left( -\frac{1}{24} \tilde{\Gamma}_{\alpha\beta\gamma} \partial^\alpha \partial^\beta \partial^\gamma + \frac{1}{16} (\tilde{\Gamma}_{\mu \alpha} \tilde{\Gamma}^\nu_{\mu \beta} + 3a \tilde{R}_{\alpha \beta}) \partial^\alpha \partial^\beta \right) + o(\hbar^3),$$

(3.4.65)

where $a$ is some real parameter and $\tilde{R}_{\alpha \beta}$ is the Ricci curvature tensor. Then we will receive the one-parameter family of star-products in the form

$$f \star_a g = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{i\hbar}{2} \right)^k \omega^{\mu_1 \nu_1} \cdots \omega^{\mu_k \nu_k} \left( \nabla_{\bigdot{f}} \cdots \nabla_{\bigdot{f}} \right)_{\mu_1 \cdots \mu_k} (\nabla_k \cdots \nabla_k g)_{\nu_1 \cdots \nu_k} + B_{\mu_1 \cdots \mu_k \nu_1 \cdots \nu_k}(f,g),$$

(3.4.66)

where $B_{\mu_1 \cdots \mu_k \nu_1 \cdots \nu_k}$ are bilinear operators given by

$$B_0(f,g) = 0,$$

$$B_{\mu_1}(f,g) = 0,$$

$$B_{\mu_1 \nu_1}(f,g) = -3a \tilde{R}_{\mu_1 \nu_2} (\nabla_{\bigdot{f}} f)(\nabla_{\bigdot{g}}),$$

$$B_{\mu_1 \mu_2 \nu_1 \nu_2}(f,g) = -\tilde{R}_{\mu_1 \nu_2 \nu_3} \omega^{\alpha \beta} (\nabla_{\bigdot{f}} \nabla_{\bigdot{f}})_{\mu_1 \mu_2 \mu_3} (\nabla_{\bigdot{g}}) - \tilde{R}_{\mu_1 \nu_2 \nu_3} \omega^{\alpha \beta} (\nabla_{\bigdot{g}})(\nabla_{\bigdot{g}})_{\nu_1 \nu_2} - \frac{9}{2} a \tilde{R}_{\mu_1 \mu_2 \nu_3} (\nabla_{\bigdot{g}})(\nabla_{\bigdot{g}})_{\nu_1 \nu_2} + \frac{9}{2} a \tilde{R}_{\mu_1 \mu_2 \nu_3} (\nabla_{\bigdot{f}})(\nabla_{\bigdot{g}})_{\nu_1 \nu_2} + g a \tilde{R}_{\mu_1 \nu_2 \nu_3} (\nabla_{\bigdot{f}})(\nabla_{\bigdot{g}})_{\nu_1 \nu_2} + g \tilde{R}_{\mu_1 \nu_2 \nu_3} (\nabla_{\bigdot{f}})(\nabla_{\bigdot{g}})_{\nu_1 \nu_2} + g \tilde{R}_{\mu_1 \nu_2 \nu_3} (\nabla_{\bigdot{f}})(\nabla_{\bigdot{g}})_{\nu_1 \nu_2},$$

(3.4.67)
and \( \tilde{R}_{\alpha\beta\gamma\delta} = \omega_{\alpha\lambda} \tilde{R}_{\beta\gamma\delta}^\lambda \) is the curvature tensor. Analogous considerations as in the previous section (see the proof of Theorem 3.4.4) prove that the star-products (3.4.66) with the four first operators \( B_{\mu_1...\mu_k\nu_1...\nu_k} \) given by (3.4.67) are equivalent with the Moyal product, up to third order in \( \hbar \). Clearly for the flat linear connection \( \nabla \) the products (3.4.66) reduces to (3.4.56).

In a special case \( \alpha = 0 \) the star-product (3.4.66) reduces to

\[
f \ast g = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{i\hbar}{2} \right)^k \omega^{\mu_1\nu_1} \cdots \omega^{\mu_k\nu_k} (D_{\mu_1...\mu_k} f)(D_{\nu_1...\nu_k} g),
\]

(3.4.68)

where \( D_{\mu_1...\mu_k} \) are linear operators mapping functions to \( k \)-times covariant tensor fields given by

\[
D_0 f = f,
\]

(3.4.69a)

\[
D_{\mu_1} f = \nabla_{\mu_1} f,
\]

(3.4.69b)

\[
D_{\mu_1\mu_2} f = (\nabla \nabla f)_{\mu_1\mu_2},
\]

(3.4.69c)

\[
D_{\mu_1\mu_2\mu_3} f = (\nabla \nabla \nabla f)_{\mu_1\mu_2\mu_3} - \tilde{R}_{\mu_1\mu_2\mu_3\alpha} \omega^{\alpha\beta} \nabla_{\beta} f.
\]

A direct calculation, with the help of the Ricci identity

\[
\tilde{R}_{\alpha\beta\gamma\delta} + \tilde{R}_{\alpha\gamma\delta\beta} + \tilde{R}_{\alpha\delta\beta\gamma} = 0,
\]

(3.4.70)

shows that operators (3.4.69) are symmetric with respect to indices \( \mu_1, \mu_2, \ldots \). Note, that the star-product (3.4.68) up to at least third order in \( \hbar \) is a Fedosov star-product associated with the Weyl curvature form \( \Omega = \omega \) [34]. It should be noted that for \( \alpha \neq 0 \) the star-product (3.4.66) is not a Fedosov star-product.

From the presented construction it is clear that when the configuration space \( \mathcal{Q} \) is curved there is no single natural star-product on \( T^* \mathcal{Q} \) but the whole family of natural star-products. In the considered case (see formula (3.4.65)) the natural star-products are parametrized by a real number \( a \). Also the Fedosov construction of star-products has freedom in taking different Weyl curvature forms \( \Omega \).

**Remark 3.4.4.** The presented construction of the star-products on a symplectic manifold \( T^* \mathcal{Q} \) can be generalized, in a straightforward way, to a general symplectic manifold \( \mathcal{M} \) endowed with a symplectic torsionless linear connection \( \nabla \). Formulas (3.4.65)-(3.4.67) remain the same.

Let us extend the introduced family of star-products on \( \mathcal{M} = T^* \mathcal{Q} \). Using (3.4.52) and (3.4.55) the formula (3.4.65) can be rewritten in the form

\[
S = \text{id} + \hbar^2 \left( 3 \left( \Gamma^i_{i\ell} \Gamma^i_{\ell k} + aR_{ik} \right) \partial_{p_i} \partial_{p_k} + 3 \Gamma^i_{jk} \partial_{q^i} \partial_{p_j} \partial_{p_k} \\
+ 2 \Gamma^i_{nl} \Gamma^r_{jk} - \Gamma^r_{jk,l} \right) p_i \partial_{p_j} \partial_{p_k} \partial_{p_n} + o(\hbar^4). \]

(3.4.71)

Let us generalize the formula (3.4.71) in the following way

\[
S = \text{id} + \hbar^2 \left( 3 \left( \Gamma^i_{i\ell} \Gamma^i_{\ell k} + aR_{ik} \right) \partial_{p_i} \partial_{p_k} + 3 \Gamma^i_{jk} \partial_{q^i} \partial_{p_j} \partial_{p_k} + 2 \Gamma^i_{nl} \Gamma^r_{jk} - \Gamma^r_{jk,l} \right) p_i \partial_{p_j} \partial_{p_k} \partial_{p_n} \\
- 3b \partial_{p_i} \left( \partial_{q^i} + \Gamma^i_{j\ell} p_j \partial_{p_{\ell}} \partial_{p_n} \partial_{p_i} \right) \partial_{p_i} \partial_{p_j} \partial_{p_k} \partial_{p_n} + o(\hbar^4), \]

(3.4.72)
where \( b \) is some real parameter. For a symplectic manifold \( T^*E^N \) and Cartesian coordinates \((q^i, p_j)\) all Christoffel symbols \( \Gamma_{jk}^i = 0 \) and the morphism \( S \) (3.4.72) takes the form
\[
S = \text{id} - \frac{\hbar^2}{8} b \partial_{q^j} \partial_{p_i} \partial_{q^i} \partial_{p_k} + o(\hbar^4),
\]
and can be considered as the expansion of the following morphism
\[
S = \exp \left( -\frac{\hbar^2}{8} b \partial_{q^j} \partial_{p_i} \partial_{q^i} \partial_{p_k} \right).
\] (3.4.74)

The morphism \( S \) (3.4.74) induces a star-product which takes the form
\[
f \star_{\lambda, \alpha, \beta} g = f \exp \left( i \hbar \sum_i X_i Y_i - i \hbar (1 - \lambda) \sum_i Y_i X_i \right.
\]
\[
+ \hbar \alpha \sum_i \widehat{X}_i \widehat{X}_i + \hbar \beta \sum_i \widehat{Y}_i \widehat{Y}_i \bigg) g.
\] (3.4.76)

In general, the star-product induced by the morphism \( S \) (3.4.72) for \( a = 1 \) and \( b = 1 \) leads to what was called in the paper [11] a “minimal” quantization. Moreover, the same quantization was used in [77–79] in order to investigate the quantum integrability and quantum separability of classical Stäckel systems.

### 3.4.5 Example of non-canonical star-products on \( T^*E^N \)

In what follows we will present a family of star-products on the symplectic manifold \( T^*E^N \), which are not in the form (3.2.3) and for which the complex-conjugation is not the involution. Let \( X_1, \ldots, X_N, Y_1, \ldots, Y_N \) be a sequence of pair-wise commuting global vector fields from the decomposition (3.4.34) of the Poisson tensor \( \mathcal{P} \). Define a star-product by the formula
\[
f \star_{\lambda, \alpha, \beta} g = f \exp \left( i \hbar \lambda \sum_i \widehat{X}_i \widehat{Y}_i - i \hbar (1 - \lambda) \sum_i \widehat{Y}_i \widehat{X}_i \right.
\]
\[
+ \hbar \alpha \sum_i \widehat{X}_i \widehat{X}_i + \hbar \beta \sum_i \widehat{Y}_i \widehat{Y}_i \bigg) g.
\] (3.4.76)

where \( \lambda, \alpha, \beta \in \mathbb{R} \). The star-product (3.4.76) is equivalent with the star-product (3.4.35) corresponding to the same sequence \( (X_i, Y_j) \) of vector fields. A morphism (3.1.6) giving this equivalence is of the form
\[
S_{\lambda, \alpha, \beta} = \exp \left( -i \hbar \left( \frac{1}{2} - \lambda \right) \sum_i X_i Y_i + \frac{1}{2} \hbar \alpha \sum_i X_i X_i + \frac{1}{2} \hbar \beta \sum_i Y_i Y_i \right) .
\] (3.4.77)

The involution for the \( \star_{\lambda, \alpha, \beta} \)-product takes the form
\[
f^* = \exp \left( -i \hbar (1 - 2\lambda) \sum_i X_i Y_i \right) \tilde{f}.
\] (3.4.78)
Equation (3.4.78) indeed defines a proper involution. To see this first note that the involution (3.4.78) can be written in the form $f^* = S_{\lambda,\alpha,\beta}^{-1} S_{\lambda,\alpha,\beta} f$. Then from (3.1.7) and the fact that the complex-conjugation is the involution for the $\star$-product (3.4.35) we get

$$
(f \star_{\lambda,\alpha,\beta} g)^* = S_{\lambda,\alpha,\beta}^{-1} S_{\lambda,\alpha,\beta}^{-1} (f \star_{\lambda,\alpha,\beta} g) = S_{\lambda,\alpha,\beta}^{-1} (S_{\lambda,\alpha,\beta}^{-1} f \star S_{\lambda,\alpha,\beta}^{-1} g)
$$

$$
= S_{\lambda,\alpha,\beta}^{-1} (S_{\lambda,\alpha,\beta}^{-1} g \star S_{\lambda,\alpha,\beta}^{-1} f) = (S_{\lambda,\alpha,\beta}^{-1} S_{\lambda,\alpha,\beta}^{-1} g) \star_{\lambda,\alpha,\beta} (S_{\lambda,\alpha,\beta}^{-1} S_{\lambda,\alpha,\beta}^{-1} f)
$$

$$
= g^* \star_{\lambda,\alpha,\beta} f^*. 
$$

(3.4.79)

From (3.4.78) it is evident that for $\lambda \neq \frac{1}{2}$ the involution for the $\star_{\lambda,\alpha,\beta}$-product is different than the complex-conjugation and functions self-adjoint with respect to it can be in general complex.

As an example let us consider a quantization given by the $\star_{\lambda,\alpha,\beta}$-product for a one-dimensional case ($N = 1$) and in a natural coordinate system when $X = \partial_q$ and $Y = \partial_p$. Consider complex function $A(q, p) = qp^2 + \hbar \beta q - i\hbar(1 - 2\lambda)p$. A direct calculation shows that $A$ represents an observable, as it is self-adjoint with respect to the involution $\star$ (3.4.78). Moreover, it is equivalent to an observable $A(q, p) = qp^2$ for the Moyal quantization in the same coordinate system.
Chapter 4

Operator representation of quantum mechanics

4.1 Operator representation over a phase space

4.1.1 The case of a phase space $\mathbb{R}^{2N}$

Let us take as a phase space $M$ the symplectic vector space $(\mathbb{R}^{2N}, \omega)$, where $\omega$ is a standard symplectic form. Moreover, let us consider on $M$ a star-product which in canonical coordinates $x = x^\alpha e_\alpha \mapsto (x^1, \ldots, x^{2N})$, where $e_1, \ldots, e_{2N}$ is a canonical basis on $\mathbb{R}^{2N}$, is in the form of the Moyal product (3.4.2). To elements of $C^\infty(\mathbb{R}^{2N})[[\hbar]]$ we can associate operators defined on the Hilbert space $L^2(\mathbb{R}^{2N}, dl)$ by the prescription

$$ f \mapsto f^{\star_M}. $$

(4.1.1)

Formula (4.1.1) gives us a representation of the quantum Poisson algebra $A_Q(\mathbb{R}^{2N}) = (C^\infty(\mathbb{R}^{2N})[[\hbar]], \star_M)$ in the Hilbert space $L^2(\mathbb{R}^{2N}, dl)$. In what follows we will investigate the form of the operators $f^{\star_M}$. We will need a notion of a symplectic Fourier transform. For a function $f \in L^1(\mathbb{R}^{2N})$ we define a symplectic Fourier transform of $f$ by the formula

$$ \mathcal{F}_\omega f(x) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} f(y) e^{-\frac{i}{\hbar} \omega(x, y)} \, dy, $$

(4.1.2)

where $\omega$ is a standard symplectic form on $\mathbb{R}^{2N}$ given by $\omega(x, y) = J_{\alpha\beta} x^\alpha y^\beta$ where

$$ (J_{\alpha\beta}) = \begin{pmatrix} 0_N & -I_N \\ I_N & 0_N \end{pmatrix}. $$

(4.1.3)

Note that $\mathcal{F}_\omega f(x) = \mathcal{F} f(J^T x)$.

**Theorem 4.1.1.** Let $f$ be an element of the space $S(\mathbb{R}^{2N})$ of Schwartz functions. The operator $f^{\star_M}$ can be written in the following form

$$ f^{\star_M} = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_\omega f(q, p) e^{\frac{i}{\hbar} (p \hat{q}^{\star_M} - q \hat{p}^{\star_M})} \, dq \, dp, $$

(4.1.4)

where $\hat{q}^{\star_M} = q^{\star_M} = q^i + \frac{1}{2} i \hbar \partial_{\hat{q}^i}$ and $\hat{p}^{\star_M} = p_i^{\star_M} = p_i - \frac{1}{2} i \hbar \partial_{\hat{p}^i}$ are operators of position and momentum.
Proof. Let \( \rho \in L^2(\mathbb{R}^{2N}) \). Using the identity
\[
ed^{y_1 \partial_{y_1}} \rho(x) = \rho(x + y), \quad (y_1, \ldots, y_{2N}) \in \mathbb{R}^{2N}
\]
and the Baker-Campbell-Hausdorff formula we receive that
\[
ed^{y^* M} (\hat{q}_i^{\prime} - \hat{q}_i \prime M, \hat{p}_i^{\prime} M, \hat{p}_i M \prime) \rho(q, p) = e^{-\frac{1}{2} \pi i \hat{q}_i M} e^{\frac{1}{2} \pi i \hat{q}_i M} e^{-\frac{1}{2} \pi i \hat{p}_i \prime M, \hat{p}_i M \prime} \rho(q, p) = e^{-\frac{1}{2} \pi i \hat{q}_i M} e^{\frac{1}{2} \pi i \hat{q}_i M} e^{-\frac{1}{2} \pi i \hat{p}_i \prime M, \hat{p}_i M \prime} \rho(q, p) = e^{\frac{1}{2} \pi i \hat{q}_i M} e^{-\frac{1}{2} \pi i \hat{p}_i \prime M, \hat{p}_i M \prime} \rho(q, p) = e^{\frac{1}{2} \pi i \hat{q}_i M} e^{-\frac{1}{2} \pi i \hat{p}_i \prime M, \hat{p}_i M \prime} \rho(q, p) = e^{\frac{1}{2} \pi i \hat{q}_i M} e^{-\frac{1}{2} \pi i \hat{p}_i \prime M, \hat{p}_i M \prime} \rho(q, p).
\]

From the above result we get that
\[
\frac{1}{(2 \pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_\omega f(q', p') e^{\frac{1}{2} \pi i \hat{q}_i M \prime - \hat{q}_i \prime M} \, dq' \, dp' \rho(q, p) = \frac{1}{(2 \pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_\omega f(q - \frac{1}{2} q', p - \frac{1}{2} p') e^{\frac{1}{2} \pi i \hat{q}_i M} \, dq' \, dp' = \frac{1}{(2 \pi \hbar)^2 N} \int_{\mathbb{R}^{2N}} \int_{\mathbb{R}^{2N}} f(q', p') \rho(q - \frac{1}{2} q', p - \frac{1}{2} p') \times e^{\frac{1}{2} \pi i \hat{q}_i M \prime - \hat{q}_i \prime M} \, dq' \, dp' \, dq'' \, dp''.
\]

After the following change of variables under the integral sign
\[
q^i \rightarrow -2q^i, \quad q^m \rightarrow q^i + q^m, \\
p_i' \rightarrow -2p_i', \quad p_i' \rightarrow p_i + p_i,'
\]
the above equation can be written in a form
\[
\frac{1}{(2 \pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_\omega f(q', p') e^{\frac{1}{2} \pi i \hat{q}_i M \prime - \hat{q}_i \prime M} \, dq' \, dp' \rho(q, p) = \frac{1}{(2 \pi \hbar)^2 N} \int_{\mathbb{R}^{2N}} \int_{\mathbb{R}^{2N}} f(q + q'', p + p'') \rho(q + q', p + p') e^{-\frac{1}{2} \pi i \hat{q}_i M \prime - \hat{q}_i \prime M} \, dq' \, dq'' \, dp' \, dp'',
\]
which is the integral form (3.4.16) of the star-product \( f \ast_M \rho \).

Let us now consider on \((\mathbb{R}^{2N}, \omega)\) the following star-product
\[
f \ast_\lambda g = f \exp \left( i \hbar \lambda \frac{\partial}{\partial q_i} \frac{\partial}{\partial p_i} - i \hbar (1 - \lambda) \frac{\partial}{\partial p_i} \frac{\partial}{\partial q_i} \right) g,
\]
for \( \lambda \in [0, 1] \), which is a particular example of the star-product (3.4.76). Using similar considerations as in the proofs of Theorems 3.4.2 and 4.1.1 the following theorem can be proved.
\textbf{Theorem 4.1.2.} Let $f$ be an element of the space $\mathcal{S}(\mathbb{R}^{2N})$ of Schwartz functions. The operator $f \star_{\lambda}$ can be written in the following form

$$ f \star_{\lambda} = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_{\omega} f(x) e^{\frac{i}{\hbar}(p\hat{q}_{\lambda} - q^*\hat{p}_{\lambda}) + \left(\frac{1}{2} - \lambda\right) q^* p} \, dq \, dp, \quad (4.1.11) $$

where $\hat{q}_{\lambda}^i = q^i \star_{\lambda} = q^i + i\hbar \partial_{q^i}$ and $\hat{p}_{\lambda}^i = p_i \star_{\lambda} = p_i - i\hbar(1 - \lambda)\partial_{p_i}$ are operators of position and momentum.

The right hand sides of equations (4.1.4) and (4.1.11) are symmetric and $\lambda$-ordered functions of operators $\hat{q}_{\lambda}^i, \hat{p}_{\lambda}^j$ in accordance with a $\lambda$-Weyl correspondence rule.

In general, for a Hilbert space $\mathcal{H}$ and self-adjoint operators $\hat{q}^i, \hat{p}_j$ on $\mathcal{H}$ (where $i, j = 1, 2, \ldots, N$) satisfying the following commutation relations

$$ [\hat{q}^i, \hat{p}_j] = [\hat{p}_i, \hat{p}_j] = 0, \quad [\hat{q}^i, \hat{p}_j] = i\hbar \delta^i_j, \quad i, j = 1, 2, \ldots, N, \quad (4.1.12) $$

the $\lambda$-Weyl correspondence rule is a procedure of assigning operators defined on the Hilbert space $\mathcal{H}$ to functions defined on a symplectic manifold $(\mathbb{R}^{2N}, \omega)$. It was first proposed by Weyl [80] for the symmetric ordering and formally it works by substituting for the variables $q^i, p_j$ the operators $\hat{q}^i, \hat{p}_j$ and appropriately ordering them. The $\lambda$-ordered function $f$ of the operators $\hat{q}^i, \hat{p}_j$ will be denoted by $f_{\lambda}(\hat{q}, \hat{p})$ and is given by the formula

$$ f_{\lambda}(\hat{q}, \hat{p}) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_{\omega} f(x) \hat{T}_\lambda(x) \, dx, \quad (4.1.13) $$

where

$$ \hat{T}_\lambda(q, p) = e^{\frac{i}{\hbar}(p\hat{q} - q^*\hat{p}) + \left(\frac{1}{2} - \lambda\right) q^* p} = e^{\frac{i}{\hbar}p\hat{q}} e^{-\frac{i}{\hbar}q^* \hat{p}} e^{-\frac{i}{\hbar}\lambda q^* p}, \quad (4.1.14) $$

is the modified Heisenberg operator and $\lambda \in [0, 1]$ is a parameter describing different orderings. $\hat{T}_\lambda(x)$ is a unitary operator for every $x \in \mathbb{R}^{2N}$ and $\lambda \in [0, 1]$.

In what follows we will investigate on which class of functions the formula (4.1.13) makes sense. Let

$$ \rho_{\varphi\psi}(x) = (\varphi, \hat{T}_\lambda(x)\psi), \quad \varphi, \psi \in \mathcal{H}. \quad (4.1.15) $$

It can be easily checked that

$$ |\rho_{\varphi\psi}(x)| \leq \|\varphi\||\psi|| \quad (4.1.16) $$

for every $x \in \mathbb{R}^{2N}$. Let $\mathcal{F} f \in L^1(\mathbb{R}^{2N})$ and

$$ \Lambda(\varphi, \psi) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_{\omega} f(x) \rho_{\varphi\psi}(x) \, dx \quad (4.1.17) $$

be a bilinear form on $\mathcal{H}$. We calculate that

$$ |\Lambda(\varphi, \psi)| \leq \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} |\mathcal{F}_{\omega} f(x)\rho_{\varphi\psi}(x)| \, dx \leq \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} |\mathcal{F} f(x)| \, dx \|\varphi\||\psi||. \quad (4.1.18) $$

Thus $\Lambda$ is bounded and there exists a unique bounded linear operator $f_{\lambda}(\hat{q}, \hat{p})$ such that [81]

$$ (\varphi, f_{\lambda}(\hat{q}, \hat{p})\psi) = \Lambda(\varphi, \psi). \quad (4.1.19) $$
That way we gave sense to formula (4.1.13) for \( f \) such that \( \mathcal{F}f \in L^1(\mathbb{R}^{2N}) \).

Equation (4.1.13) makes sense also for wider class of functions \( f \). In such case it has to be treated distributionally. Let \( f \in \mathcal{A} = \mathcal{F}(\mathcal{E}') \) be the Fourier image of a distribution with compact support, and let

\[
D = \{ \varphi \in \mathcal{H} \mid \rho_{\varphi \psi} \in C^\infty(\mathbb{R}^{2N}) \text{ for every } \varphi \in \mathcal{H} \}. \tag{4.1.20}
\]

Then we can define a bilinear form \( \Lambda: \mathcal{H} \times D \to \mathbb{C} \) by the formula

\[
\Lambda(\varphi, \psi) = \langle \mathcal{F}f, \rho_{\varphi \psi} \rangle. \tag{4.1.21}
\]

It is not difficult to show that

\[
|\partial_x^a \rho_{\varphi \psi}(x)| \leq C^a_{\varphi}(x) \|\varphi\| \tag{4.1.22}
\]

for every multi-index \( \alpha \in \mathbb{N}^{2N}, \varphi \in \mathcal{H}, \psi \in D \) and \( x \in \mathbb{R}^{2N} \), where \( C^a_{\varphi}(x) \) is some finite constant independent on \( \varphi \). Indeed, using the Baker-Campbell-Hausdorff formula the operator \( \hat{T}_\lambda(q, p) \) can be written in a form

\[
\hat{T}_\lambda(q, p) = e^{-\frac{i}{\hbar} \lambda q \hat{p}_i} e^{\frac{i}{\hbar} p_i \hat{q}_i} e^{-\frac{i}{\hbar} \lambda(1-\lambda) q \hat{p}_i}. \tag{4.1.23}
\]

Hence, using the Leibniz’s formula we get

\[
\partial_{q^1} \cdots \partial_{q^n} \partial_{p_{j_1}} \cdots \partial_{p_{j_m}} \hat{T}_\lambda(q, p) = \left( -\frac{i}{\hbar} \right)^n \left( \frac{i}{\hbar} \right)^m \sum_{k=0}^n \binom{n}{k} \lambda^k (1-\lambda)^{n-k} \hat{p}_{i_1} \cdots \hat{p}_{i_k}
\]

\[
\times e^{-\frac{i}{\hbar} \lambda q \hat{p}_i} \hat{q}^{i_1} \cdots \hat{q}^{i_n} e^{\frac{i}{\hbar} p_i \hat{q}_i} \hat{p}_{i_{k+1}} \cdots \hat{p}_{i_m} e^{-\frac{i}{\hbar} \lambda(1-\lambda) q \hat{p}_i}, \tag{4.1.24}
\]

and consequently

\[
|\partial_{q^1} \cdots \partial_{q^n} \partial_{p_{j_1}} \cdots \partial_{p_{j_m}} \rho_{\varphi \psi}(q, p)| \leq \|\varphi\| \left( -\frac{i}{\hbar} \right)^n \left( \frac{i}{\hbar} \right)^m \sum_{k=0}^n \binom{n}{k} \lambda^k (1-\lambda)^{n-k}
\]

\[
\times \hat{p}_{i_1} \cdots \hat{p}_{i_k} e^{-\frac{i}{\hbar} \lambda q \hat{p}_i} \hat{q}^{i_1} \cdots \hat{q}^{i_n} e^{\frac{i}{\hbar} p_i \hat{q}_i} \hat{p}_{i_{k+1}} \cdots \hat{p}_{i_m} e^{-\frac{i}{\hbar} \lambda(1-\lambda) q \hat{p}_i}. \tag{4.1.25}
\]

From (4.1.22) we get that

\[
\|\rho_{\varphi \psi}\|_{K, \alpha} = \sup_{x \in K} |\partial_x^a \rho_{\varphi \psi}(x)| \leq \sup_{x \in K} C^a_{\varphi}(x) \|\varphi\| = M_{K, \alpha}(\psi) \|\varphi\| \tag{4.1.26}
\]

for every compact subset \( K \subset \mathbb{R}^{2N} \), multi-index \( \alpha \in \mathbb{N}^{2N}, \varphi \in \mathcal{H}, \) and \( \psi \in D \), where \( M_{K, \alpha}(\psi) \) is some finite constant independent on \( \varphi \). From continuity of \( \mathcal{F}f \) in \( \mathcal{E} = C^\infty(\mathbb{R}^{2N}) \) there exists compact set \( K \subset \mathbb{R}^{2N}, C > 0 \), and multi-index \( \alpha \in \mathbb{N}^{2N} \) such that

\[
|\Lambda(\varphi, \psi)| = |\langle \mathcal{F}f, \rho_{\varphi \psi} \rangle| \leq C \|\rho_{\varphi \psi}\|_{K, \alpha} \leq CM_{K, \alpha}(\psi) \|\varphi\|. \tag{4.1.27}
\]

Thus there exists a unique linear operator \( f_\lambda(\hat{q}, \hat{p}) \) with domain \( D \) such that [81]

\[
(\varphi, f_\lambda(\hat{q}, \hat{p})\psi) = \Lambda(\varphi, \psi). \tag{4.1.28}
\]
Note, that if there exist a dense subspace $D \subset \mathcal{H}$ such that $\hat{q}^j: D \to D$ and $\hat{p}_j: D \to D$ for $i,j = 1,2,\ldots,N$ then the subspace defined by (4.1.20) is equal to this subspace $D$. In this case for every $f \in \mathcal{A}$ we get a densely defined operator $f_\lambda(\hat{q}, \hat{p})$ with domain $D$.

It can be calculated that the adjoint of the operator $\hat{T}_\lambda(x)$ is given by

$$\hat{T}_\lambda(x)^\dagger = \hat{T}_{1-\lambda}(-x).$$  \hspace{1cm} (4.1.29)

From this follows that

$$f_\lambda(\hat{q}, \hat{p})^\dagger = f_{1-\lambda}(\hat{q}, \hat{p})$$  \hspace{1cm} (4.1.30)

on $D$. As a consequence, in a spacial case $\lambda = \frac{1}{2}$, to real valued functions correspond self-adjoint operators.

**Theorem 4.1.3.** For $f(q,p) = K^{i_1 \ldots i_n}(q)p_{i_1} \ldots p_{i_n}$, where $K^{i_1 \ldots i_n}$ is some symmetric complex tensor field on $\mathbb{R}^N$, we get

$$f_\lambda(\hat{q}, \hat{p}) = \sum_{k=0}^n \binom{n}{k} \lambda^k (1 - \lambda)^{n-k} \hat{p}_{i_1} \ldots \hat{p}_{i_k} K^{i_1 \ldots i_n}(\hat{q}) \hat{p}_{i_{k+1}} \ldots \hat{p}_{i_n}. \hspace{1cm} (4.1.31)$$

**Proof.** From (4.1.13) we get

$$f_\lambda(\hat{q}, \hat{p}) = \frac{1}{(2\pi \hbar)^{2N}} \int_{\mathbb{R}^{2N}} \int_{\mathbb{R}^{2N}} K^{i_1 \ldots i_n}(q')q_{i_1}' \ldots p_{i_k}' \hat{e}^{-\frac{i}{\hbar} (p_{i_k}q_{i_k}' - q_{i_k}'p_{i_k})} \hat{T}_\lambda(q,p) \ dq' \ dp' \ dq \ dp \ \hspace{1cm} (4.1.32)$$

Using the Baker-Campbell-Hausdorff formula the operator $\hat{T}_\lambda(q,p)$ can be written in a form

$$\hat{T}_\lambda(q,p) = e^{-\frac{i}{\hbar} \lambda q \hat{p}} e^{\frac{i}{\hbar} p \hat{q}} e^{-\frac{i}{\hbar} (1-\lambda) q \hat{p}}. \hspace{1cm} (4.1.33)$$

From (4.1.33) and the Leibniz’s formula we get

$$(ih)^n \partial_{q_{i_1}} \cdots \partial_{q_{i_n}} \hat{T}_\lambda(q,p) = (ih)^n \partial_{q_{i_1}} \cdots \partial_{q_{i_n}} e^{-\frac{i}{\hbar} \lambda q \hat{p}} e^{\frac{i}{\hbar} p \hat{q}} e^{-\frac{i}{\hbar} (1-\lambda) q \hat{p}}$$

$$= \sum_{k=0}^n \binom{n}{k} \lambda^k \hat{p}_{i_1} \ldots \hat{p}_{i_k} e^{-\frac{i}{\hbar} \lambda q \hat{p}} e^{\frac{i}{\hbar} p \hat{q}} e^{-\frac{i}{\hbar} (1-\lambda) q \hat{p}} (1 - \lambda)^{n-k} \hat{p}_{i_{k+1}} \ldots \hat{p}_{i_n} e^{-\frac{i}{\hbar} (1-\lambda) q \hat{p}}. \hspace{1cm} (4.1.34)$$

Substituting (4.1.34) into (4.1.32) and performing integration we get the result.  \hspace{1cm} \blacksquare

From (4.1.31) we get for monomial $q^j p_j$ the operator

$$(\hat{q}^j \hat{p}_j)_\lambda = (1 - \lambda) \hat{q}^j \hat{p}_j + \lambda \hat{p}_j \hat{q}^j. \hspace{1cm} (4.1.35)$$

Thus $\lambda$ parametrizes different orderings, and so for $\lambda = 0$ we get normal ordering, for $\lambda = 1$ anti-normal ordering, and for $\lambda = \frac{1}{2}$ symmetric ordering. In the rest of
the thesis we will mainly focus on the case $\lambda = \frac{1}{2}$. In such case we will often omit
the symbol $\lambda$ in $f_\lambda(\hat{q}, \hat{p})$ and simply write $f(\hat{q}, \hat{p})$.

Formula (4.1.13), by virtue of (3.4.12), can be written in a form
\[ f_\lambda(\hat{q}, \hat{p}) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_\omega S_\lambda^{-1} f(x) \hat{T}_{1/2}(x) \, dx = (S_\lambda^{-1} f)(\hat{q}, \hat{p}), \tag{4.1.36} \]
where
\[ S_\lambda = \exp \left( -i \hbar (\frac{1}{2} - \lambda) \partial_q \partial_p \right). \tag{4.1.37} \]
Using this result we will generalize the concept of the ordering in the following way.

For a series $S$ of differential operators in the form
\[ S = \text{id} + \sum_{k=1}^{\infty} \hbar^k S_k \tag{4.1.38} \]
we define an $S$-ordered function of the operators $\hat{q}_i, \hat{p}_j$ by the formula
\[ f_S(\hat{q}, \hat{p}) = (S^{-1} f)(\hat{q}, \hat{p}) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_\omega S^{-1} f(x) \hat{T}_{1/2}(x) \, dx. \tag{4.1.39} \]

Note, that if on $(\mathbb{R}^{2N}, \omega)$ we have some $\star$-product equivalent with the Moyal
product, where the equivalence morphism $S$ satisfies
\[ S q^i = q^i, \quad S p_i = p_i, \tag{4.1.40} \]
then the operator $f \star$ is of the form
\[ f \star = f_S(\hat{q}_\star, \hat{p}_\star), \tag{4.1.41} \]
where $\hat{q}_\star^i = q^i \star$ and $\hat{p}_\star i = p_i \star$. Indeed, from (4.1.40) we get that
\[ S \hat{q}_{\star M}^i S^{-1} = S(q^i \star M) S^{-1} = S q^i \star = q^i \star = \hat{q}_\star^i, \tag{4.1.42} \]
and similarly $S \hat{p}_{\star M} i S^{-1} = \hat{p}_{\star i}$. Thus,
\[ f \star = S(S^{-1} f \star M) S^{-1} = S(S^{-1} f)(\hat{q}_{\star M}, \hat{p}_{\star M}) S^{-1} = (S^{-1} f)(S \hat{q}_{\star M} S^{-1}, S \hat{p}_{\star M} S^{-1}) = f_S(\hat{q}_\star, \hat{p}_\star). \tag{4.1.43} \]

By virtue of Theorem 3.1.1 every star-product on $\mathbb{R}^{2N}$ is equivalent with the
Moyal product. Moreover, the equivalence morphism can always be chosen so that
(4.1.40) is satisfied, and this requirement uniquely specifies the morphism. Hence,
every star-product on $\mathbb{R}^{2N}$ gives rise to an ordering of operators $\hat{q}_\star^i, \hat{p}_{\star j}$. Consequently
a quantization can be fixed either by choosing a star-product on a phase space $\mathbb{R}^{2N}$
or equivalently, on a level of the operator representation, by choosing an ordering.
As we will see in Section 4.3 in an operator representation over a configuration
space to a given star-product on $\mathbb{R}^{2N}$ corresponds the same ordering, of canonical
operators $\hat{q}^i, \hat{p}_j$ of position and momentum defined on the Hilbert space $L^2(\mathbb{R}^{2N})$, as
in the operator representation over a phase space.
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**Remark 4.1.1.** The $S$-ordering rule (4.1.39) is very general and contains as special cases all ordering rules found in the literature. In particular, for a special case of a series $S$ such that

$$ S^{-1} = F(-i\hbar \partial_q, i\hbar \partial_p), \tag{4.1.44} $$

where $F: \mathbb{R}^{2N} \to \mathbb{C}$ is some general analytic function such that $F(0) = 1$, the $S$-ordered function of the operators $\hat{q}^i, \hat{p}_j$ reads

$$ f_S(\hat{q}, \hat{p}) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^{2N}} \mathcal{F}_\omega f(q, p) e^{\frac{i}{\hbar} (p \hat{q}^i - q^i \hat{p}_j)} F(q, p) \, dq \, dp. \tag{4.1.45} $$

The above formula was first considered by Cohen [82]. Thus, it is clear that the very broad family of orderings considered by Cohen and others is a special case of the introduced family of orderings.

In general the morphisms $S$ are not of the form (4.1.44). As an example in a two-dimensional case ($N = 1$) the following three parameter family of morphisms may serve

$$ S = \exp \left( -i\hbar a \partial_q \partial_p + i\hbar b q \partial^2_p - \hbar^2 c \partial^3_p \right), \tag{4.1.46} $$

where $a, b, c \in \mathbb{R}$. This shows that the family of quantizations considered in the thesis is more general than the broad family of quantizations considered by Cohen and others. To illustrate the $S$-ordering rule let us consider a function $f(q, p) = \frac{1}{2} p^2 + \frac{1}{6} p^3 + \frac{1}{2} q^2$. Then, one finds that

$$ (S^{-1} f)(q, p) = \frac{1}{2} p^2 + \frac{1}{6} p^3 + \frac{1}{2} q^2 - i\hbar b q (1 + p) + \hbar^2 \left( \frac{1}{2} ab + c \right). \tag{4.1.47} $$

and that

$$ f_S(\hat{q}, \hat{p}) = \frac{1}{2} \hat{p}^2 + \frac{1}{6} \hat{p}^3 + \frac{1}{2} \hat{q}^2 - i\hbar \left( \hat{q} + \frac{1}{2} \hat{q} \hat{p} + \frac{1}{2} \hat{p} \hat{q} \right) + \hbar^2 \left( \frac{1}{2} ab + c \right) $$

$$ = \frac{1}{2} \hat{p}^2 + \frac{1}{6} \hat{p}^3 + \frac{1}{2} \hat{q}^2 - b \hat{q} \hat{p} \hat{q} + b \hat{p} \hat{q}^2 - \left( \frac{1}{2} ab + \frac{1}{2} b + c \right) \hat{q} \hat{p} \hat{q} $$

$$ + \left( \frac{1}{2} ab - \frac{1}{2} b + c \right) \hat{q} \hat{p} \hat{q} + \left( \frac{1}{2} ab + \frac{1}{2} b + c \right) \hat{p} \hat{q}^2 \hat{p} - \left( \frac{1}{2} ab - \frac{1}{2} b + c \right) \hat{q} \hat{p} \hat{q}. \tag{4.1.48} $$

**Remark 4.1.2.** Let us consider a two-dimensional phase space $M = \mathbb{R}^2$ and the following star-product defined on it

$$ f \star_\lambda g = f \exp \left( \frac{1}{2} i\hbar \partial_q \partial_p - \frac{1}{2} i\hbar \partial_p \partial_q + h \frac{2\lambda - 1}{2\omega} \partial_q \partial_q + h \omega \frac{2\lambda - 1}{2} \partial_p \partial_p \right) g, \tag{4.1.49} $$

for $\lambda \in [0, 1]$ and $\omega > 0$, which is a particular example of the star-product (3.4.76). In holomorphic coordinates

$$ a(q, p) = \frac{\omega q + ip}{\sqrt{2\omega}}, \quad \bar{a}(q, p) = \frac{\omega q - ip}{\sqrt{2\omega}}. \tag{4.1.50} $$
the \( \star_\lambda \)-product takes the form
\[
f \star_\lambda g = f \exp \left( \hbar \lambda \alpha \bar{\alpha} - \hbar (1 - \lambda) \partial_{\alpha} \bar{\partial}_{\bar{\alpha}} \right) g.
\] (4.1.51)
Moreover, the operators \( f \star_\lambda \) can be written in a form
\[
f \star_\lambda = f_\lambda (\hat{a}, \hat{a}^\dagger) = \frac{1}{\pi \hbar} \int \mathcal{F} f(w, \bar{w}) e^{\hbar^{-1}(w\hat{a}^\dagger - \bar{w}\hat{a} + \frac{1}{2} - \lambda)|w|^2} d^2 w,
\] (4.1.52)
where \( \hat{a} = a \star_\lambda \), \( \hat{a}^\dagger = \bar{a} \star_\lambda \) are operators of annihilation and creation, and
\[
\mathcal{F} f(w, \bar{w}) = \frac{1}{\pi \hbar} \int f(z, \bar{z}) e^{\hbar^{-1}(z\bar{w} - \bar{z}w)} d^2 z,
\] (4.1.53)
where \( d^2 z = d(\text{Re} z) d(\text{Im} z) \), is the symplectic Fourier transform in holomorphic coordinates. The star-product (4.1.51) and the operator function \( f_\lambda (\hat{a}, \hat{a}^\dagger) \) are widely used in quantum optics.

### 4.1.2 The case of a general phase space

First, let us consider a phase space in the form of a cotangent bundle \( T^* U \) to an open subset \( U \subset \mathbb{R}^N \). On such phase space we can introduce the Moyal product (3.4.2) or, more generally, the \( \star_\lambda \)-product (4.1.10). If for self-adjoint operators \( \hat{q}_i, \hat{p}_j \) defined on some Hilbert space \( \mathcal{H} \) and satisfying the commutation relations (4.1.12), and for a function \( f \) on \( T^* U \) polynomial in momenta we define the corresponding \( \lambda \)-ordered function of the operators \( \hat{q}_i, \hat{p}_j \) by the formula (4.1.31), then it can be proved that the operator \( f \star_\lambda \) is of the form
\[
f \star_\lambda = f_\lambda (\hat{q}_\lambda, \hat{p}_\lambda),
\] (4.1.54)
just like in the case of a phase space \( \mathbb{R}^{2N} \).

Let us now consider a general phase space in the form of a cotangent bundle \( T^* Q \) to a Riemannian manifold \( Q \), and a general \( \star \)-product (3.2.3) defined on it. For any canonical coordinates \((q^i, p_j)\) on \( T^* Q \) the \( \star_{(q,p)} \)-product is equivalent with the Moyal product, in accordance to Theorem 3.4.3. Using the corresponding equivalence morphism \( S \) and analogical considerations as in the proof of (4.1.41) we get for a function \( f \) polynomial in momenta
\[
f \star_{(q,p)} = f_S (\hat{q}_*, \hat{p}_*).
\] (4.1.55)
Note, that for star-products considered in Section 3.4 the action \( S^{-1} f \) of the morphism \( S \) on a function \( f \) polynomial in momenta is again a function polynomial in momenta. Thus, to a general star-product on \( T^* Q \) written in canonical coordinates corresponds an \( S \)-ordering of operators of position and momentum.

### 4.2 Operator calculus

In the following section we will consider the \( \lambda \)-Weyl correspondence rule for a particular example of the Hilbert space \( \mathcal{H} \) and the self-adjoint operators \( \hat{q}_i, \hat{p}_j \) defined
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on it. Moreover, we will present a generalization to a case of a symplectic manifold $T^*Q$ for a general Riemannian manifold $Q$. Let the Hilbert space $\mathcal{H}$ be the space $L^2(\mathbb{R}^N)$ of square integrable functions on $\mathbb{R}^N$, and let $\hat{q}^i = q^i$ be the operator of multiplication by variable $q^i$ and $\hat{p}_j = -i\hbar \partial_{q^j}$ be the operator of differentiation.

Note that the operators $\hat{q}^i, \hat{p}_j$ are properly defined on the Schwartz space $\mathcal{S}(\mathbb{R}^N)$ and $\hat{q}^i: \mathcal{S}(\mathbb{R}^N) \to \mathcal{S}(\mathbb{R}^N)$, $\hat{p}_j: \mathcal{S}(\mathbb{R}^N) \to \mathcal{S}(\mathbb{R}^N)$. Thus the domain $D$ of operators $f_\lambda(\hat{q}, \hat{p})$, defined by (4.1.20), is equal $\mathcal{S}(\mathbb{R}^N)$. In such special case of the Hilbert space $\mathcal{H}$ the formula (4.1.13) defining operators $f_\lambda(\hat{q}, \hat{p})$ can be written in a different form.

**Theorem 4.2.1.** For $\psi \in \mathcal{S}(\mathbb{R}^N)$ there holds

$$f_\lambda(\hat{q}, \hat{p})\psi(q) = \frac{1}{(2\pi\hbar)^N} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(q + \lambda u, p)e^{-\frac{i}{\hbar}q^i\gamma_i}\psi(q + u) \, du \, dp,$$  

(4.2.1)

where the integral is to be understood in a distributional sense.

**Proof.** From (4.1.13) we get

$$f_\lambda(\hat{q}, \hat{p})\psi(q) = \frac{1}{(2\pi\hbar)^N} \int_{\mathbb{R}^N} \mathcal{F}_\omega f(u, v)e^{\frac{i}{\hbar}q^i\gamma_i}e^{-i\hbar\partial_{q^j}}\psi(q)e^{-\frac{i}{\hbar}\lambda u^j \eta_j} \, du \, dv.$$  

(4.2.2)

From the identity

$$e^{-u^j \partial_{q^j}}\psi(q) = \psi(q - u),$$  

(4.2.3)

which can be easily proved by expanding in a Taylor series the exponent on the left and $\psi$ on the right hand side, we get

$$f_\lambda(\hat{q}, \hat{p})\psi(q) = \frac{1}{(2\pi\hbar)^N} \int_{\mathbb{R}^N} \mathcal{F}_\omega f(u, v)\psi(q - u)e^{\frac{i}{\hbar}(q' - \lambda u^j \eta_j)} \, du \, dv$$

$$= \frac{1}{(2\pi\hbar)^N} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(q', p')e^{\frac{i}{\hbar}(v_iq^i - u^j \eta_j)}e^{\frac{i}{\hbar}(q' - \lambda u^j \eta_j)} \times \psi(q - u) \, dq' \, dp' \, du \, dv$$

$$= \frac{1}{(2\pi\hbar)^N} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(q', p')\delta(q' - q + \lambda u)e^{\frac{i}{\hbar}u^j \eta_j}\psi(q - u) \, dq' \, dp' \, du$$

$$= \frac{1}{(2\pi\hbar)^N} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(q - \lambda u, p')e^{\frac{i}{\hbar}u^j \eta_j}\psi(q - u) \, du \, dp'.  \quad (4.2.4)$$

Note that (4.2.1) can be written in a form

$$f_\lambda(\hat{q}, \hat{p})\psi(q) = \int_{\mathbb{R}^N} \tilde{f}(q - \lambda u, u)\psi(q - u) \, du,$$  

(4.2.5)

where $\tilde{f}$ denotes the Fourier transform (3.4.23) of $f$ in the momentum variable.

Let us now move to the more general case of the symplectic manifold $M$. Let $M = T^*U = U \times \mathbb{R}^N$ where $U$ is some open subset of $\mathbb{R}^N$. In such case for a general Hilbert space $\mathcal{H}$ and operators $\hat{q}^i, \hat{p}_j$ to function $f$ polynomial in momenta, $f(q, p) = K^{i_1 \cdots i_n}(q)p_{i_1} \cdots p_{i_n}$, from definition will correspond operator given by (4.1.31).
general function $f$ it is difficult to assign an operator since formula (4.1.13) is no longer properly defined. However, for certain Hilbert spaces $H$ it is possible to give a formula for an operator $f_\lambda(\hat{q}, \hat{p})$ associated to a general function $f$.

Endow $U$ with some metric tensor $g$ making from $U$ a Riemannian manifold. Let us take as the Hilbert space $H$ the space $L^2(U, d\mu)$ of functions on $U$ square integrable with respect to a measure $d\mu(q) = g^{1/2}(q) \, dq$ induced by the metric volume form $\omega_g$ on $U$ $(g(q) = |\det[g_{ij}(q)]|$ is the determinant of the metric tensor $g$). In such case for $\psi \in C^\infty_0(U)$ we can generalize formula (4.2.1) in the following way

$$f_\lambda(\hat{q}, \hat{p})\psi(q) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(q + \lambda u, p)e^{-\frac{i}{\hbar} \hat{q}^i p_i} \psi(q + u) \rho(q, u) \, du \, dp$$

$$= \int_{\mathbb{R}^N} \hat{f}(q - \lambda u, u)\psi(q - u) \rho(q, -u) \, du,$$  \hspace{1cm} (4.2.6)

where $\rho(q, u) = g^{1/4}(q + u)g^{-1/4}(q)$. Note that since $\psi$ has compact support it does not matter that $f$ and $g$ are not defined on the whole spaces $\mathbb{R}^{2N}$ and $\mathbb{R}^N$, respectively.

Note that for such Hilbert space operators $\hat{q}^i$ and $\hat{p}_j$ are given by

$$\hat{q}^i = q^i, \quad \hat{p}_j = -i\hbar \left( \partial_{q^j} + \frac{1}{2} \Gamma^k_{jk} \right),$$  \hspace{1cm} (4.2.7)

where $\Gamma^i_{jk}$ are Christoffel symbols of the Levi-Civita connection on $U$. In fact, for functions $f$ polynomial in momenta (4.1.31) holds.

**Theorem 4.2.2.** For $f(q, p) = K^{i_1 \ldots i_n}(q)p_{i_1} \cdots p_{i_n}$, where $K^{i_1 \ldots i_n}$ is some symmetric complex tensor field on $U$, formula (4.1.31) holds for operators $\hat{q}^i$ and $\hat{p}_j$ given by (4.2.7).

**Proof.** From (4.2.6) we get

$$f_\lambda(\hat{q}, \hat{p})\psi(q) = \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} K^{i_1 \ldots i_n}(q + \lambda u) p_{i_1} \cdots p_{i_n} e^{-\frac{i}{\hbar} \hat{q}^i p_i} \psi(q + u) \rho(q, u) \, du \, dp$$

$$= \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} K^{i_1 \ldots i_n}(q + \lambda u) \left( (ih)^n \partial_{u^1} \cdots \partial_{u^n} e^{-\frac{i}{\hbar} \hat{q}^i p_i} \right) \psi(q + u) \rho(q, u) \, du \, dp$$

$$= \frac{1}{(2\pi \hbar)^N} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (ih)^n \partial_{u^1} \cdots \partial_{u^n} \left( K^{i_1 \ldots i_n}(q + \lambda u) \psi(q + u) \rho(q, u) \right) \, du \, dp$$

$$= (-ih)^n \partial_{u^1} \cdots \partial_{u^n} \left( K^{i_1 \ldots i_n}(q + \lambda u) \psi(q + u) \rho(q, u) \right) \bigg|_{u=0}. \hspace{1cm} (4.2.8)$$

By virtue of the identity

$$\partial_{u^i} (g(q + \lambda u)h(q + u)) = \frac{d}{du}(g(q + \lambda u)h(q + \lambda v + (1 - \lambda)w)) \bigg|_{u=v=w=0} \hspace{1cm} (4.2.9)$$
valid for any functions \( g \) and \( h \), (4.2.8) can be written in a form

\[
\hat{f}_\lambda(\hat{q}, \hat{p})\psi(q) = (-i\hbar)^n \sum_{k=0}^{n} \binom{n}{k} \partial_{u^1} \cdots \partial_{u^k} \partial_{v^1} \cdots \partial_{v^n} (K^{i_1 \ldots i_n}(q + \lambda u) \\
\times \psi(q + \lambda u + (1 - \lambda)v)g^{1/4}(q + \lambda u + (1 - \lambda)v)g^{-1/4}(q)) \bigg|_{u=v=0}.
\] (4.2.10)

Using the formula

\[
\frac{\partial g}{\partial q^j} = 2g\Gamma^k_{jk}
\] (4.2.11)

we calculate that

\[
-i\hbar \partial_{q^j}(\psi g^{1/4}) = -i\hbar \left( \frac{\partial \psi}{\partial q^j} g^{1/4} + \frac{1}{2} \psi \Gamma^k_{jk} g^{1/4} \right) = (\hat{p}_j \psi) g^{1/4}.
\] (4.2.12)

From this and (4.2.10) we receive

\[
f_{\lambda}(\hat{q}, \hat{p})\psi(q) = \sum_{k=0}^{n} \binom{n}{k} (-i\hbar)^k (1 - \lambda)^{n-k} \partial_{u^1} \cdots \partial_{u^k} (K^{i_1 \ldots i_n}(q + \lambda u) \\
\times (\hat{p}_{i_1} \cdots \hat{p}_{i_k})\psi(q + \lambda u + (1 - \lambda)v)g^{1/4}(q + \lambda u + (1 - \lambda)v) \\
\times g^{-1/4}(q)) \bigg|_{u=v=0} = \sum_{k=0}^{n} \binom{n}{k} \lambda^k (1 - \lambda)^{n-k} \hat{p}_{i_1} \cdots \hat{p}_{i_k} K^{i_1 \ldots i_n}(\hat{q})\hat{p}_{i_{k+1}} \cdots \hat{p}_{i_n}.
\] (4.2.13)

\[\square\]

**Remark 4.2.1.** Formula (4.2.6) can be generalized for symplectic manifolds \( M = T^* Q \), where \( Q \) is an almost geodesically simply connected Riemannian manifold. Let \( L^2(Q, d\omega_Q) \) be a Hilbert space of functions on \( Q \) square integrable with respect to a measure \( d\omega_Q \) induced by the metric volume form \( \omega_Q \). For some function \( f : T^* Q \to \mathbb{C} \) we can define an operator on \( L^2(Q, d\omega_Q) \) given, for every \( \psi \in C_0^\infty(Q) \), by the formula

\[
\hat{f}_\lambda \psi(q) = \frac{1}{(2\pi\hbar)^N} \int_{T_q Q} \int_{T_q^* Q} f(\exp_q(\lambda u), A(\lambda u)p)e^{-\frac{i}{\hbar} \langle p, u \rangle} \psi(\exp_q(u))\rho(q, u) \, du \, dp,
\] (4.2.14)

where \( \rho(q, u) = g^{1/4}(\exp_q(u))g^{-1/4}(q) \det(\exp_{q*}(u)), A(u) = \exp_{q*}(u)^{-1} : T^*_q Q \to T^*_{\exp_q(u)} Q, \exp_q : T_q Q \to Q \) is an exponential map of the Levi-Civita connection on \( Q \), and \( \exp_{q*}(u) : T_q Q \to T_{\exp_q(u)} Q \) is the derivative of \( \exp_q \) at point \( u \). Note, that since \( \psi \) has compact support and \( \exp_q \) is the diffeomorphism taking values in the almost whole manifold \( Q \), (4.2.14) is properly defined.

If \( f(q, p) = K^{ij}(q)p_ip_j \) where \( K^{ij} \) is a smooth symmetric complex contravariant tensor field on \( Q \), then

\[
\hat{f}_\lambda = -\hbar^2 \left( (1 - \lambda)^2 K^{ij} \nabla_i \nabla_j + 2\lambda(1 - \lambda) \nabla_i K^{ij} \nabla_j + \lambda^2 \nabla_i \nabla_j K^{ij} - \frac{2\lambda^2 + 1}{6} K^{ij} R_{ij} \right),
\] (4.2.15)
where $\nabla_i$ is the covariant derivative with respect to the Levi-Civita connection and $R_{ij}$ is the Ricci curvature tensor. The proof of this formula can be found in [8]. In a special case of the symmetric ordering ($\lambda = \frac{1}{2}$) equation (4.2.15) takes the form

$$\hat{f}_{1/2} = -\hbar^2 \left( \nabla_i K^{ij} \nabla_j + \frac{1}{4} K^{ij} \omega_{ij} + \frac{1}{4} K^{ij} R_{ij} \right), \quad (4.2.16)$$

where $K^{ij}_{;kl}$ denotes the second covariant derivative of $K^{ij}$.

### 4.3 Operator representation over a configuration space

In this section we will present a construction of a natural operator representation of quantum mechanics, which reproduces the usual Hilbert space approach to quantum mechanics. We will be dealing with quantum systems defined on a phase space $M$ in the form of a cotangent bundle $T^*Q$ to a Riemannian manifold $Q$. The manifold $Q$ plays the role of a configuration space of the system. The representation will be constructed in a Hilbert space $L^2(Q, d\omega_g)$ of functions on $Q$ square integrable with respect to a measure $d\omega_g$ induced by the metric volume form $\omega_g$. The elements of $L^2(Q, d\omega_g)$ are interpreted as wave functions describing the states of the quantum system.

#### 4.3.1 The case of a Moyal quantization

First, let us consider the phase space $M = T^*U$, where $U$ is an open subset of $\mathbb{R}^N$ endowed with some metric tensor $g$. Moreover, we will consider a classical system defined on $M$ and its quantization by means of the Moyal product on $M$. The first step in construction of the operator representation for such quantum system is an observation that the Hilbert space $L^2(T^*U, dl)$ can be written as a tensor product of the Hilbert space $L^2(U, d\mu)$ and the space dual to it. In what follows we present the construction of this tensor product.

In accordance to the Riesz representation theorem the Hilbert space $(L^2(U, d\mu))^*$ dual to $L^2(U, d\mu)$ is anti-isomorphic to the Hilbert space $L^2(U, d\mu)$ and can be naturally identified with $L^2(U, d\mu)$ itself [81]. After such identification the anti-linear isomorphism $*: L^2(U, d\mu) \to (L^2(U, d\mu))^*$ takes the form of the complex-conjugation. Denote by $L^2(TU)$ the Hilbert space of functions defined on the tangent bundle $TU = U \times \mathbb{R}^N$ and square integrable with respect to the Lebesgue measure on $U \times \mathbb{R}^N$. Let us introduce a bilinear map of Hilbert spaces $\hat{W}: (L^2(U, d\mu))^* \times L^2(U, d\mu) \to L^2(TU)$, which on vectors $\varphi, \psi \in C^\infty_0(U)$ is defined by

$$\hat{W}(\varphi^*, \psi)(q, u) = \overline{\varphi(q - \frac{1}{2} u)} \psi(q + \frac{1}{2} u) \rho(q, u), \quad (4.3.1)$$

where $\rho(q, u) = g^{1/4}(q - \frac{1}{2} u) g^{1/4}(q + \frac{1}{2} u)$. For $\varphi_1, \psi_1, \varphi_2, \psi_2 \in C^\infty_0(U)$ there holds

$$(\hat{W}(\varphi_1^*, \psi_1), \hat{W}(\varphi_2^*, \psi_2)) = (\varphi_1^*, \varphi_2^*)(\psi_1, \psi_2). \quad (4.3.2)$$
Indeed,

\[
(\tilde{W}(\varphi_1^*, \psi_1), \tilde{W}(\varphi_2^*, \psi_2)) = \int_{U \times \mathbb{R}^N} \overline{\tilde{W}(\varphi_1^*, \psi_1)(q, u)} \tilde{W}(\varphi_2^*, \psi_2)(q, u) \, dq \, du = \\
\int_{U \times \mathbb{R}^N} \varphi_1(q - \frac{1}{2}u)\overline{\psi_1(q + \frac{1}{2}u)}\varphi_2(q - \frac{1}{2}u)\overline{\psi_2(q + \frac{1}{2}u)} \times g^{1/2}(q - \frac{1}{2}u)g^{1/2}(q + \frac{1}{2}u) \, dq \, du. \tag{4.3.3}
\]

Note that since \(\varphi_1, \psi_1, \varphi_2, \psi_2\) have compact support, we can extend integration in (4.3.3) to the whole space \(\mathbb{R}^N \times \mathbb{R}^N\). After performing the following change of variables

\[
q_1 = q - \frac{1}{2}u, \\
q_2 = q + \frac{1}{2}u,
\tag{4.3.4}
\]
equation (4.3.3) takes the form

\[
(\tilde{W}(\varphi_1^*, \psi_1), \tilde{W}(\varphi_2^*, \psi_2)) = \int_{\mathbb{R}^N} \overline{\varphi_1(q_1)}\varphi_1(q_1)g^{1/2}(q_1) \, dq_1 \int_{\mathbb{R}^N} \overline{\psi_1(q_2)}\psi_2(q_2)g^{1/2}(q_2) \, dq_2 = (\varphi_1^*, \varphi_2^*)(\psi_1, \psi_2). \tag{4.3.5}
\]

From property (4.3.2) follows that \(\tilde{W}\) is continuous on \(C_0^\infty(U) \times C_0^\infty(U)\). Thus, from the fact that \(C_0^\infty(U)\) is dense in \(L^2(U, d\mu)\), it can be uniquely extended to a bilinear map defined on the whole space \((L^2(U, d\mu))^* \times L^2(U, d\mu)\) and satisfying (4.3.2).

It can be proved that finite linear combinations of vectors \(\tilde{W}(\varphi^*, \psi)\) for \(\varphi, \psi \in L^2(U, d\mu)\) create a dense subset of \(L^2(TU)\). Thus \(\tilde{W}\) is a tensor product of Hilbert spaces \((L^2(U, d\mu))^* \times L^2(U, d\mu)\).

Now, let us take the inverse Fourier transform of \(\tilde{W}(\varphi^*, \psi)\) in momentum variable. That way we receive a bilinear map of Hilbert spaces \(W: (L^2(U, d\mu))^* \times L^2(U, d\mu) \to L^2(T^*U, dl)\), which on vectors \(\varphi, \psi \in C_0^\infty(U)\) takes the form

\[
W(\varphi^*, \psi)(q, p) = \int_{\mathbb{R}^N} \tilde{W}(\varphi^*, \psi)(q, u)e^{-i\hat{u}p_1} \, dq = \\
\int_{\mathbb{R}^N} \overline{\varphi(q - \frac{1}{2}u)}\psi(q + \frac{1}{2}u)\tilde{\rho}(q, u) e^{-i\hat{u}p_1} \, dq. \tag{4.3.6}
\]

Since the Fourier transform in momentum variable is an isomorphism of the Hilbert space \(L^2(T^*U, dl)\) onto the Hilbert space \(L^2(TU)\), \(W\) is also a tensor product of Hilbert spaces \((L^2(U, d\mu))^* \times L^2(U, d\mu)\). We will denote this tensor product by \(\otimes_W\). In a case \(U = \mathbb{R}^N\) with a standard metric tensor \(g\), (4.3.6) is a well known Wigner transform [83, 84].

In what follows we will prove couple properties of the tensor product \(\otimes_W\).

**Theorem 4.3.1.** For \(\varphi, \psi \in L^2(U, d\mu)\) there holds

\[
\varphi^* \otimes_W \psi = \psi^* \otimes_W \varphi, \tag{4.3.7}
\]
\[
\int_{T^*U} (\varphi^* \otimes_W \psi) \, dl = (\varphi, \psi). \tag{4.3.8}
\]
Proof. Formula (4.3.7) is an immediate consequence of the definition (4.3.6). To prove (4.3.8) it is enough to consider \( \varphi, \psi \in C_0^\infty(U) \) since the general case will follow from the continuity of the tensor product \( \otimes_W \) and the integral, and the fact that \( C_0^\infty(U) \) is dense in \( L^2(U, d\mu) \). From (4.3.6) we have that

\[
\frac{1}{(2\pi \hbar)^N} \int_{U \times \mathbb{R}^N} (\varphi^* \otimes_W \psi)(q, p) \, dq \, dp = \frac{1}{(2\pi \hbar)^N} \int_{U \times \mathbb{R}^N} \int_{\mathbb{R}^N} \varphi(q - \frac{1}{2} u) \psi(q + \frac{1}{2} u) \times e^{-i \frac{1}{4} \hbar p_i q^{1/4}(q - \frac{1}{2} u) g^{1/4}(q + \frac{1}{2} u)} \, du \, dq \\
= \int_U \int_{\mathbb{R}^N} \varphi(q - \frac{1}{2} u) \psi(q + \frac{1}{2} u) g^{1/4}(q - \frac{1}{2} u) g^{1/4}(q + \frac{1}{2} u) \delta(u) \, du \, dq \\
= \int_U \varphi(q) \psi(q) g^{1/2}(q) \, dq = (\varphi, \psi).
\]  

(4.3.9)

\[ \square \]

Theorem 4.3.2. Let \( \rho_1 = \varphi_1^* \otimes_W \psi_1 \) and \( \rho_2 = \varphi_2^* \otimes_W \psi_2 \) for \( \varphi_1, \psi_1, \varphi_2, \psi_2 \in L^2(U, d\mu) \). Then

\[
\rho_1 \ast_M \rho_2 = (\varphi_1, \psi_2)(\varphi_2^* \otimes_W \psi_1).
\]  

(4.3.10)

Proof. To prove (4.3.10) it is enough to consider \( \varphi_1, \psi_1, \varphi_2, \psi_2 \in C_0^\infty(U) \) since the general case will follow from the continuity of the Moyal product \( \ast_M \), tensor product \( \otimes_W \) and scalar product, and the fact that \( C_0^\infty(U) \) is dense in \( L^2(U, d\mu) \). From (3.4.22) we have that

\[
(\rho_1 \ast_M \rho_2)(q, p) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \hat{\rho}_1(q + \frac{1}{2} u, v) \hat{\rho}_2(q - \frac{1}{2} v, u) e^{-i \frac{1}{2} \hbar (u + v) \frac{1}{2} p_i} \, du \, dv \\
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \varphi_1(q + \frac{1}{2} u - \frac{1}{2} v) \psi_1(q + \frac{1}{2} u + \frac{1}{2} v) g^{1/4}(q + \frac{1}{2} u - \frac{1}{2} v) \\
\times g^{1/4}(q + \frac{1}{2} v - \frac{1}{2} u) \varphi_2(q - \frac{1}{2} v - \frac{1}{2} u) \psi_2(q - \frac{1}{2} v + \frac{1}{2} u) \\
\times g^{1/4}(q - \frac{1}{2} v + \frac{1}{2} u) e^{-i \frac{1}{2} \hbar (u + v) \frac{1}{2} p_i} \, du \, dv.
\]  

(4.3.11)

After performing the change of variables

\[
w = u + v, \\
q' = q + \frac{1}{2} u - \frac{1}{2} v,
\]  

(4.3.12)

we get

\[
(\rho_1 \ast_M \rho_2)(q, p) = \int_{\mathbb{R}^N} \frac{\varphi_1(q') \psi_2(q') g^{1/2}(q') \, dq'}{\int_{\mathbb{R}^N} \varphi_2(q - \frac{1}{2} w) \psi_1(q + \frac{1}{2} w) e^{-i \frac{1}{2} \hbar w \frac{1}{2} p_i} \\
\times g^{1/4}(q - \frac{1}{2} w) g^{1/4}(q + \frac{1}{2} w) \, dw} = (\varphi_1, \psi_2)(\varphi_2^* \otimes_W \psi_1)(q, p).
\]  

(4.3.13)

\[ \square \]

Let \( \{ \varphi_i \} \) be an orthonormal basis in \( L^2(U, d\mu) \), then \( \{ \rho_i \} = \{ \varphi_i^* \otimes_W \varphi_j \} \) is an orthonormal basis in \( L^2(T^*U, dl) \). From (4.3.7), (4.3.8), and (4.3.10) we get that
the basis functions $\rho_{ij}$ have the following properties:

\[ \tilde{\rho}_{ij} = \rho_{ji}, \quad (4.3.14a) \]
\[ \int_{T^*U} \rho_{ij} \, dl = \delta_{ij}, \quad (4.3.14b) \]
\[ \rho_{ij} \ast_M \rho_{kl} = \delta_{il} \rho_{kj}. \quad (4.3.14c) \]

Using the basis $\{\rho_{ij}\}$ the following characterization of quantum states can be proved.

**Theorem 4.3.3.** Function $\rho \in L^2(T^*U, dl)$ is a quantum state, i.e. it satisfies

(i) $\rho = \tilde{\rho}$,

(ii) $\int_{T^*U} \rho \, dl = 1$,

(iii) $\int_{T^*U} f \ast_M \rho \, dl \geq 0$ for $f \in C_0^\infty(T^*U)$,

if and only if $\rho$ is in the form

\[ \rho = \sum_\lambda p_\lambda (\varphi^*_\lambda \otimes_W \varphi_\lambda), \quad (4.3.15) \]

where $\varphi_\lambda \in L^2(U, d\mu)$, $\|\varphi_\lambda\| = 1$, $p_\lambda \geq 0$, and $\sum_\lambda p_\lambda = 1$.

**Proof.** Function $\rho$ can be written in a form

\[ \rho = \sum_{i,j} c_{ij} \rho_{ij}, \quad (4.3.16) \]

where $c_{ij} \in \mathbb{C}$ and $\{\rho_{ij}\} = \{\varphi_i^* \otimes_W \varphi_j\}$ is an induced basis in $L^2(T^*U, dl)$ by the basis $\{\varphi_i\}$ in $L^2(U, d\mu)$. Properties (i)-(iii) are equivalent to saying that the matrix $\tilde{c}$ of the coefficients $c_{ij}$ is hermitian ($\tilde{c} = \tilde{c}^\dagger$), normalized (tr $\tilde{c} = 1$), and positive definite ($c_{ii} \geq 0$). Indeed, hermiticity and normalization easily follow from (4.3.14a) and (4.3.14b). To prove positive definite note that (iii) is valid for every $f \in L^2(T^*U, dl)$ since $C_0^\infty(T^*U)$ is dense in $L^2(T^*U, dl)$. Thus in particular for basis functions $\rho_{kk}$ and with the help of (4.3.14) we get

\[ 0 \leq \int_{T^*U} \rho_{kk} \ast_M \rho_{kk} \ast_M \rho \, dl = \int_{T^*U} \rho_{kk} \ast_M \rho \, dl = \sum_{i,j} c_{ij} \int_{T^*U} \rho_{kk} \ast_M \rho_{ij} \, dl \]

\[ = \sum_{i,j} c_{ij} \int_{T^*U} \delta_{kj} \rho_{ik} \, dl = \sum_i c_{ik} \int_{T^*U} \rho_{kk} \, dl = \sum_i c_{ik} \delta_{ik} = c_{kk} \quad (4.3.17) \]

for every $k$.

Since the matrix $\tilde{c}$ is hermitian it can be diagonalized, i.e. there exist an unitary matrix $\tilde{T}$ such that $c_{ij} = \sum_{k,l} T_{ik}^\dagger (p_k \delta_{kl}) T_{lj} = \sum_k T^*_{ki} p_k T_{kj}$ for some $p_k \in \mathbb{R}$. Hence, $\rho$
tackles the form
\[ \rho = \sum_{i,j,k} T_{ki}^* p_k T_{kj}^*(\varphi_i^* \otimes W \varphi_j) = \sum_k p_k \left( \left( \sum_i T_{ki} \varphi_i \right)^* \otimes W \left( \sum_j T_{kj} \varphi_j \right) \right) \]
\[ = \sum_k p_k (\psi_k^* \otimes W \psi_k), \quad (4.3.18) \]

where \( \psi_k = \sum_i T_{ki} \varphi_i \). The conditions that \( c_{ii} \geq 0 \) and \( \text{tr} \, \hat{c} = 1 \) give that \( 0 \leq p_k \leq 1 \) and \( \sum_k p_k = 1 \).

From the above theorem follows that pure states are in the form
\[ \rho_{\text{pure}} = \varphi^* \otimes W \varphi, \quad (4.3.19) \]
for some normalized \( \varphi \in L^2(U, d\mu) \). Conversely, every function \( \rho \) of the form (4.3.19) is a pure state. Moreover, from (4.3.10) follows that every pure state is idempotent:
\[ \rho_{\text{pure}} \ast M \rho_{\text{pure}} = \rho_{\text{pure}}. \quad (4.3.20) \]

The following theorem states that the inverse is also true.

**Theorem 4.3.4.** Every function \( \rho \in L^2(T^*U, dl) \) which satisfies

(i) \( \rho = \bar{\rho} \),

(ii) \( \int_{T^*U} \rho \, dl = 1, \)

(iii) \( \rho \ast_M \rho = \rho, \)

is a pure state.

**Proof.** Function \( \rho \) can be written in a form
\[ \rho = \sum_{i,j} c_{ij} \rho_{ij}, \quad (4.3.21) \]

where \( c_{ij} \in \mathbb{C} \) and \( \{ \rho_{ij} \} = \{ \varphi_i^* \otimes W \varphi_j \} \) is an induced basis in \( L^2(T^*U, dl) \) by the basis \( \{ \varphi_i \} \) in \( L^2(U, d\mu) \). Properties (i)–(iii) are equivalent to saying that the matrix \( \hat{c} \) of the coefficients \( c_{ij} \) is hermitian (\( \hat{c} = \hat{c}^\dagger \)), normalized (\( \text{tr} \, \hat{c} = 1 \)), and idempotent (\( \hat{c}^2 = \hat{c} \)). Since the matrix \( \hat{c} \) is hermitian it can be diagonalized, i.e. there exist an unitary matrix \( \hat{T} \) such that \( c_{ij} = \sum_{k,l} T_{ik}^* (a_k \delta_{kl}) T_{lj} = \sum_k T_{ki}^* a_k T_{kj} \) for some \( a_k \in \mathbb{R} \).

Hence, \( \rho \) takes the form
\[ \rho = \sum_{i,j,k} T_{ki}^* a_k T_{kj}^*(\varphi_i^* \otimes W \varphi_j) = \sum_k a_k \left( \left( \sum_i T_{ki} \varphi_i \right)^* \otimes W \left( \sum_j T_{kj} \varphi_j \right) \right) \]
\[ = \sum_k a_k (\psi_k^* \otimes W \psi_k), \quad (4.3.22) \]
where $\psi_k = \sum_i T_{ki}\varphi_i$. The conditions that $\hat{c}^2 = \hat{c}$ and $\text{tr}\hat{c} = 1$ give that $a_k^2 = a_k$ and
\[\sum a_k = 1.\]
Hence $a_k = \delta_{kk}$ for some $k_0$, from which follows that $\rho = \psi_{k_0}^* \otimes_W \psi_{k_0}$. Thus $\rho$ is a pure state.

As was noted above pure states $\rho \in L^2(T^*U, dl)$ are of the form $\rho = \varphi^* \otimes_W \varphi$ for normalized $\varphi \in L^2(U, d\mu)$. Thus there is a one to one correspondence between pure states and normalized vectors in $L^2(U, d\mu)$. In what follows we will show that there is in fact a one to one correspondence between states $\rho \in L^2(T^*U, dl)$ and density operators $\hat{\rho}$ on $L^2(U, d\mu)$.

First, note that vectors $f \in L^2(T^*U, dl)$ can be considered as operators $f \star_M$ on $L^2(T^*U, dl)$ given by the formula
\[
(f \star_M \rho) = f \star_M \rho, \quad \rho \in L^2(T^*U, dl).
\]
From (3.4.21) follows that operators $f \star_M$ are bounded with the norm $\|f \star_M\| \leq \|f\|$. In what follows we will prove that operators $f \star_M$ can be naturally identified with Hilbert-Schmidt operators on $L^2(U, d\mu)$.

For a Hilbert space $\mathcal{H}$ a bounded operator $\hat{A} \in B(\mathcal{H})$ is called a Hilbert-Schmidt operator if $\text{tr} (\hat{A}^\dagger \hat{A}) < \infty$. The space of all Hilbert-Schmidt operators will be denoted by $B_2(\mathcal{H})$ and it happens to be a Hilbert space with a scalar product given by [85]
\[
(\hat{A}, \hat{B})_2 = \text{tr}(\hat{A}^\dagger \hat{B}), \quad \hat{A}, \hat{B} \in B_2(\mathcal{H}).
\]
From the well known relation between the Hilbert-Schmidt norm and the usual operator norm [85]
\[
\|\hat{A}\| \leq \|\hat{A}\|_2, \quad \hat{A} \in B_2(\mathcal{H})
\]
it follows that the inclusion $B_2(\mathcal{H}) \subset B(\mathcal{H})$ is continuous.

**Proposition 4.3.1.** For every $\rho \in L^2(T^*U, dl)$
\[
\rho \star_M = \hat{1} \otimes_W \hat{\rho},
\]
where $\hat{\rho} \in B_2(L^2(U, d\mu))$ is some Hilbert-Schmidt operator defined on the Hilbert space $L^2(U, d\mu)$. Conversely, for every $\hat{\rho} \in B_2(L^2(U, d\mu))$ the operator $\hat{1} \otimes_W \hat{\rho}$ is of the form $\rho \star_M$ for some $\rho \in L^2(T^*U, dl)$.

The following properties are fulfilled:

(i) for $\rho = \varphi^* \otimes_W \psi$, $\hat{\rho} = (\varphi, \cdot)\psi$,

(ii) $\hat{\rho} \star_M = \hat{1} \otimes_W \hat{\rho}^\dagger$,

(iii) $\text{tr}(\rho) \equiv \int_{T^*U} \rho \, dl = \text{tr}(\hat{\rho})$,

(iv) for $\rho_1, \rho_2 \in L^2(T^*U, dl)$ and $\hat{\rho}_1, \hat{\rho}_2 \in B_2(L^2(U, d\mu))$ such that $\rho_1 \star_M = \hat{1} \otimes_W \hat{\rho}_1$ and $\rho_2 \star_M = \hat{1} \otimes_W \hat{\rho}_2$,
\[
(\rho_1, \rho_2) = (\hat{\rho}_1, \hat{\rho}_2)_2,
\]
\]

\]
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\begin{equation}
(v) \int_{T^*U} \tilde{f} * M f * M \rho \, dl \geq 0 \text{ for } f \in C_0^\infty(T^*U) \text{ if and only if } (\varphi, \hat{\rho} \varphi) \geq 0 \text{ for } \varphi \in L^2(U, d\mu).
\end{equation}

\textbf{Proof.} First let us prove (i). From (4.3.10) for basis functions $\rho_{ij} = \varphi_i^* \otimes_W \varphi_j$ it follows that

\begin{equation}
\rho * M \rho_{ij} = (\varphi^* \otimes_W \psi) * M (\varphi_i^* \otimes_W \varphi_j) = (\varphi, \varphi_j)(\varphi_i^* \otimes_W \psi) = \varphi_i^* \otimes_W (\hat{\rho}\varphi_j)
= (1 \otimes_W \hat{\rho})\rho_{ij},
\end{equation}

which proves (i).

Now, note that for a basis $\{\varphi_i\}$ in $L^2(U, d\mu)$ the operators $\hat{\rho}_{ij} = (\varphi_i, \cdot)\varphi_j$ form a basis in the Hilbert space $B_2(L^2(U, d\mu))$ of Hilbert-Schmidt operators. From (i) for basis functions $\rho_{ij} = \varphi_i^* \otimes_W \varphi_j$ we have that

\begin{equation}
\rho_{ij} * M = 1 \otimes_W \hat{\rho}_{ij}.
\end{equation}

The general $\rho \in L^2(T^*U, dl)$ can be written in the form $\rho = \sum_{i,j} c_{ij} \rho_{ij}$ for some $c_{ij} \in \mathbb{C}$. In accordance to (4.3.29) the corresponding Hilbert-Schmidt operator $\hat{\rho}$ is of the form $\hat{\rho} = \sum_{i,j} c_{ij} \hat{\rho}_{ij}$. This proves the first part of the theorem.

It is enough to prove properties (ii)-(iv) for basis functions $\rho_{ij}$. Property (ii) follows from (4.3.14a) and the fact that $\hat{\rho}_{ij} = \hat{\rho}_{ji}$. Property (iii) is a consequence of (4.3.14b) and the identity $\text{tr}(\hat{\rho}_{ij}) = \delta_{ij}$. Property (iv) follows from the equality

\begin{equation}
(\rho_{ij}, \rho_{kl}) = \int_{T^*U} \rho_{ij} \rho_{kl} \, dl = \int_{T^*U} \rho_{ji} * M \rho_{kl} \, dl = \int_{T^*U} \delta_{ji} \rho_{kl} \, dl = \delta_{jk}\delta_{ik}
= \text{tr}(\hat{\rho}_{ij} \hat{\rho}_{kl}) = (\hat{\rho}_{ij}, \hat{\rho}_{kl})_2.
\end{equation}

To prove (v) let us expand $\rho$ and $\hat{\rho}$ in the corresponding basis: $\rho = \sum_{i,j} c_{ij} \rho_{ij}$ and $\hat{\rho} = \sum_{i,j} c_{ij} \hat{\rho}_{ij}$. The property follows from the observation that the positive-definiteness of $\rho$ and $\hat{\rho}$ is equivalent with the inequality $c_{kk} \geq 0$ for every $k$. \hfill \Box

From Proposition 4.3.1 immediately follows that the Hilbert spaces $L^2(T^*U, dl)$ and $B_2(L^2(U, d\mu))$ are naturally isomorphic. The natural isomorphism $\rho \mapsto \hat{\rho}$ is given by $\rho * M = 1 \otimes_W \hat{\rho}$. The isomorphism $\rho \mapsto \hat{\rho}$ is in fact a representation of the algebra $\mathcal{L} = (L^2(T^*U, dl), *_M)$ in the Hilbert space $L^2(U, d\mu)$ since it satisfies

\begin{equation}
\overline{f * M g} = \hat{\bar{f}} \hat{g}, \quad \hat{f} = \hat{\bar{f}}^1, \quad \text{tr}(f) = \text{tr}(\hat{f}).
\end{equation}

The last property is restricted to the subspace $\mathcal{L}^1 = \mathcal{L} *_M \mathcal{L}$.

Moreover, from Proposition 4.3.1 follows that there is a one to one correspondence between quantum states $\rho \in L^2(T^*U, dl)$ and density operators on $L^2(U, d\mu)$, i.e. trace class operators $\hat{\rho}$ satisfying

\begin{enumerate}
\item \(\hat{\rho}^1 = \hat{\rho},\)
\end{enumerate}
(ii) \( \text{tr}(\hat{\rho}) = 1 \),

(iii) \( (\varphi, \hat{\rho} \varphi) \geq 0 \) for every \( \varphi \in L^2(U, d\mu) \).

The density operators represent quantum states in the operator representation of quantum mechanics.

In what follows we will show that observables \( f \in C^\infty(T^* U)[\hbar] \) can be naturally identified with operators defined on the Hilbert space \( L^2(U, d\mu) \). Moreover, the presented identification will be in agreement with the Weyl correspondence rule.

**Proposition 4.3.2.** Let \( f \in C^\infty(T^* U)[\hbar] \) and \( \rho = \varphi^* \otimes_W \psi \) for \( \varphi, \psi \in C^\infty_0(U) \). Then

\[
\begin{align*}
\rho \ast_M f &= (\hat{f}(\hat{\varphi}, \hat{\psi}^*))^* \otimes_W \psi, \\
(\rho \ast_M f)(q, p) &= (\varphi^* \otimes_W f)(\hat{q}, \hat{p}) \psi,
\end{align*}
\]

where \( f(\hat{q}, \hat{p}) \) is a symmetrically ordered function of canonical operators of position \( \hat{q} = q' \) and momentum \( \hat{p} = -i\hbar(\partial_{q'} + \frac{1}{\hbar} T_{jk}) \), acting in the Hilbert space \( L^2(U, d\mu) \).

**Proof.** From (3.4.22) we get that

\[
(f \ast_M \rho)(q, p) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \hat{f}(q + \frac{1}{2}u, v) \hat{\rho}(q - \frac{1}{2}v, u) e^{-\frac{i}{\hbar}(u + v)p} du dv
\]

\[
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \hat{f}(q + \frac{1}{2}u, v) \varphi(q - \frac{1}{2}v - \frac{1}{2}u) \psi(q - \frac{1}{2}v + \frac{1}{2}u) \\
\times g^{1/4}(q - \frac{1}{2}v - \frac{1}{2}u) g^{-1/4}(q - \frac{1}{2}v + \frac{1}{2}u) e^{-\frac{i}{\hbar}(u + v)p} du dv. \quad (4.3.33)
\]

After the following change of variables

\[
\begin{align*}
u &\rightarrow u - v, \\
v &\rightarrow v
\end{align*}
\]

and using (4.2.6) we receive

\[
(f \ast_M \rho)(q, p) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \hat{f}(q + \frac{1}{2}u - \frac{1}{2}v, v) \varphi(q - \frac{1}{2}u) \psi(q + \frac{1}{2}u - v) g^{1/4}(q - \frac{1}{2}u) \\
\times g^{1/4}(q + \frac{1}{2}u) g^{-1/4}(q + \frac{1}{2}u) e^{-\frac{i}{\hbar}u \cdot p} du dv
\]

\[
= \int_{\mathbb{R}^N} \varphi(q - \frac{1}{2}u)(\hat{f}(\hat{\varphi}, \hat{\psi}^*)) \psi(q + \frac{1}{2}u) g^{1/4}(q - \frac{1}{2}u) g^{1/4}(q + \frac{1}{2}u) e^{-\frac{i}{\hbar}u \cdot p} du
\]

\[
= (\varphi^* \otimes_W f(\hat{q}, \hat{p}) \psi)(q, p) \quad (4.3.35)
\]

which proves (4.3.32a).

To prove (4.3.32b) we can use (4.3.7) and (4.3.32a) receiving

\[
\rho \ast_M f = \overline{\rho \ast_M f} = \psi^* \otimes_W f(\hat{q}, \hat{p}) \psi = (\hat{f}(\hat{q}, \hat{p}) \varphi)^* \otimes_W \psi. \quad (4.3.36)
\]

\[\square\]
Note, that the star-products $f \star_M \rho$ and $\rho \star_M f$ are properly defined by (3.4.22), even though $\hat{f}$ has no compact support and is not defined on the whole space $\mathbb{R}^N \times \mathbb{R}^N$, since $\rho$ is in the form $\varphi^\ast \otimes_W \psi$ for $\varphi$ and $\psi$ with compact support.

From Proposition 4.3.2 follows that operators $f \star_M$ can be written as

$$f \star_M = \hat{1} \otimes_W f(\hat{\varphi}, \hat{\psi}).$$  \hspace{1cm} (4.3.37)

Equation (4.3.37) is an analog of (4.3.26) for functions $f \in C^\infty(T^*U)[\hbar]$ and it allows to naturally identify functions $f$ with operators $f(\hat{\varphi}, \hat{\psi})$. That way the Weyl correspondence rule naturally appears in the operator representation of quantum mechanics.

The map $f \mapsto \hat{f} = f(\hat{\varphi}, \hat{\psi})$ have the following properties

$$\hat{f} \star_M g = \hat{f} \hat{g}, \quad \hat{f} = \hat{f}^\dagger$$  \hspace{1cm} (4.3.38)

for functions $f, g \in C^\infty(T^*U)[\hbar]$, thus it is a representation of the quantum Poisson algebra $\mathcal{A}_Q(T^*U) = (C^\infty(T^*U)[\hbar], \star_M)$ in the Hilbert space $L^2(U, d\mu)$.

**Theorem 4.3.5.** Let $f \in C^\infty(T^*U)[\hbar]$ and $\rho \in L^2(T^*U, dl)$. If $f \star_M \rho \in L^1(T^*U, dl)$ then

$$\int_{T^*U} f \star_M \rho \, dl = \text{tr}(f(\hat{\varphi}, \hat{\psi})\hat{\rho}).$$  \hspace{1cm} (4.3.39)

In particular, if $\rho = \varphi^\ast \otimes_W \psi$ for $\varphi, \psi \in C^\infty_0(U)$ then

$$\int_{T^*U} f \star_M \rho \, dl = (\varphi, f(\hat{\varphi}, \hat{\psi})\psi).$$  \hspace{1cm} (4.3.40)

**Proof.** Let $\{\varphi_i\}$ be a basis in $L^2(U, d\mu)$ such that $\varphi_i$ have compact support. From Proposition 4.3.2 and (4.3.8) we have that

$$\int_{T^*U} f \rho_{ij} \, dl = \int_{T^*U} f \star_M \rho_{ij} \, dl = (\varphi_i, f(\hat{\varphi}, \hat{\psi})\varphi_j)$$  \hspace{1cm} (4.3.41)

for $\rho_{ij} = \varphi_i^\ast \otimes_W \varphi_j$. The function $\rho$ can be expanded in the basis $\rho_{ij}$, $\rho = \sum_{i,j} c_{ij}\rho_{ij}$.

Using this expansion we get that

$$\int_{T^*U} f \star_M \rho \, dl = \int_{T^*U} f \rho \, dl = \sum_{ij} c_{ij} \int_{T^*U} f \rho_{ij} \, dl = \sum_{ij} c_{ij} (\varphi_i, f(\hat{\varphi}, \hat{\psi})\varphi_j)$$

$$= \sum_{ij} c_{ij} \text{tr}(f(\hat{\varphi}, \hat{\psi})\hat{\rho}_{ij}) = \text{tr}(f(\hat{\varphi}, \hat{\psi})\hat{\rho}).$$  \hspace{1cm} (4.3.42)

\hfill \Box

From Theorem 4.3.5 follows that the expectation value of an observable $f \in C^\infty(T^*U)[\hbar]$ in a state $\rho \in L^2(T^*U, dl)$ in the operator representation of quantum mechanics is expressed by the formula

$$\langle f \rangle_{\rho} = \text{tr}(f(\hat{\varphi}, \hat{\psi})\hat{\rho}).$$  \hspace{1cm} (4.3.43)

Moreover, in the operator representation to time evolution equation (3.2.19) corresponds the following equation

$$i\hbar \frac{\partial \hat{\rho}}{\partial t}(t) - [H(\hat{\varphi}, \hat{\psi}), \hat{\rho}(t)] = 0$$  \hspace{1cm} (4.3.44)

called the von Neumann equation.
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4.3.2 The case of a general quantization

Let us consider a configuration space \( Q \) in the form of an \( N \)-dimensional almost geodesically simply connected Riemannian manifold, and a phase space \( M = T^* Q \). Moreover, we will consider a classical system defined on \( M \) and its quantization by means of a \( \ast \)-product on \( M \). We will begin with constructing the operator representation for some coordinate system on \( Q \). Let \( Q \supset U \to V \subset \mathbb{R}^N \), \( q \mapsto (q^1, \ldots, q^N) \) be an almost global coordinate system on \( Q \). From the assumption that \( Q \) is almost geodesically simply connected such coordinate system always exists. The coordinate system \( (q^1, \ldots, q^N) \) induces on \( M \) an almost global classical canonical system \( T^* U \to T^* V = V \times \mathbb{R}^N, x \mapsto (q^1, \ldots, q^N, p_1, \ldots, p_N) \). We will assume that this coordinate system is at the same time quantum canonical. For star-products from Section 3.4 this is the case. The quantum system can be written in the coordinates \((q^j, p_j)\). Note, that although \( \ast \)-product is not local it can still be written in the coordinates \((q^j, p_j)\) since this coordinate system is almost globally defined.

The idea behind introducing the operator representation lies in the observation that the quantum system in coordinates \((q^j, p_j)\) is equivalent with a system quantized by the Moyal product, cf. Theorem 3.4.3. If \( S \) is a morphism giving this equivalence then \( S \) is a unitary operator on the Hilbert space \( L^2(T^* V, d\mu) \). Let us introduce a tensor product \( \otimes_S : (L^2(V, d\mu))^\times \times L^2(V, d\mu) \to L^2(T^* V, d\mu) \) by the formula

\[
\varphi^\ast \otimes_S \psi = S(\varphi^\ast \otimes_W \psi), \quad \varphi, \psi \in L^2(V, d\mu) \tag{4.3.45}
\]

and a function \( f \) of \( S \)-ordered operators \( \hat{q}_i, \hat{p}_j \)

\[
f_{S}(\hat{q}, \hat{p}) = (S^{-1}f)(\hat{q}, \hat{p}). \tag{4.3.46}
\]

Using Theorem 3.4.3 and property (3.4.29) it can be easily proved that all previous formulas and theorems for the case of a Moyal quantization also hold true for a general quantum system in \((q^j, p_j)\) coordinates, provided that the tensor product \( \otimes_W \) will be replaced by \( \otimes_S \) and operators \( f(\hat{q}, \hat{p}) \) by \( f_S(\hat{q}, \hat{p}) \). In particular, there holds.

**Proposition 4.3.3.** Let \( f \in C^\infty(T^* V)[\hbar] \) and \( \rho = \varphi^\ast \otimes_S \psi \) for \( \varphi, \psi \in C_0^\infty(V) \). Then

\[
f_{\ast(\varphi, \psi)} \rho = \varphi^\ast \otimes_S f_S(\hat{q}, \hat{p})\psi, \quad \rho_{\ast(\varphi, \psi)} f = (f_S(\hat{q}, \hat{p})^\dagger \varphi)^\ast \otimes_S \psi, \tag{4.3.47a, b}
\]

where \( f_S(\hat{q}, \hat{p}) \) is an \( S \)-ordered function of canonical operators of position \( \hat{q}^i = q^i \) and momentum \( \hat{p}_j = -i\hbar(\partial_{\hat{q}_j} + \frac{i}{\hbar} \Gamma_{jk}) \), acting in the Hilbert space \( L^2(V, d\mu) \).

**Proof.** From Theorem 3.4.3 and Proposition 4.3.2 we get that

\[
f_{\ast(\varphi, \psi)} \rho = SS^{-1}(f_{\ast(\varphi, \psi)} \rho) = SS^{-1}f_{\ast_M}S^{-1}\rho = S(\varphi^\ast \otimes_W (S^{-1}f)(\hat{q}, \hat{p})\psi)
= \varphi^\ast \otimes_S f_S(\hat{q}, \hat{p})\psi \tag{4.3.48}
\]

which proves (4.3.47a). Equation (4.3.47b) can be proved analogically. \( \square \)
From Proposition 4.3.3 follows that operators \( f \ast(q,p) \) can be written as

\[
f \ast(q,p) = \hat{1} \otimes_S f_S(\hat{q}, \hat{p}).
\]  

(4.3.49)

Equation (4.3.49) allows to naturally identify functions \( f \in C^\infty(T^*V)[\hbar] \) with operators \( f_S(\hat{q}, \hat{p}) \). Moreover, the map \( f \mapsto \hat{f} = f_S(\hat{q}, \hat{p}) \) is a representation of the algebra \( A_Q(T^*V) = (C^\infty(T^*V)[\hbar], \ast(q,p)) \) in the Hilbert space \( L^2(V, d\mu) \).

Similarly, the analog of Proposition 4.3.1 holds true, which gives us a representation \( \rho \mapsto \hat{\rho} \) of the algebra \( \mathcal{L} = (L^2(T^*V, dl), \ast(q,p)) \) in the Hilbert space \( L^2(V, d\mu) \) given by \( \rho \ast(q,p) = \hat{1} \otimes_S \hat{\rho} \).

Furthermore, the following analog of Theorem 4.3.5 can be proved.

**Theorem 4.3.6.** Let \( f \in C^\infty(T^*V)[\hbar] \) and \( \rho \in L^2(T^*V, dl) \). If \( f \ast(q,p) \rho \in L^1(T^*V, dl) \) then

\[
\int_{T^*V} f \ast(q,p) \rho \, dl = \text{tr}(f_S(\hat{q}, \hat{p})\hat{\rho}).
\]  

(4.3.50)

In particular, if \( \rho = \varphi^* \otimes_S \psi \) for \( \varphi, \psi \in C^\infty_0(V) \) then

\[
\int_{T^*V} f \ast(q,p) \rho \, dl = (\varphi, f_S(\hat{q}, \hat{p})\psi).
\]  

(4.3.51)

**Proof.** Let \( \{\varphi_i\} \) be a basis in \( L^2(V, d\mu) \) and \( \{\rho_{ij}\} = \{\varphi_i^* \otimes_S \varphi_j\} \) an induced basis in \( L^2(T^*V, dl) \). Function \( \rho \) can be expanded in the basis \( \{\rho_{ij}\} \) resulting in \( \rho = \sum_{i,j} c_{ij} \rho_{ij} \).

From Theorems 4.3.4 and 4.3.5, and property (3.4.29) we get that

\[
\int_{T^*V} f \ast(q,p) \rho \, dl = \int_{T^*V} S S^{-1}(f \ast(q,p) \rho) \, dl = \int_{T^*V} S^{-1} f \ast(q,p)_M S^{-1} \rho \, dl
\]

\[
= \sum_{i,j} c_{ij} \int_{T^*V} S^{-1} f \ast(q,p)_M S^{-1} \rho_{ij} \, dl = \sum_{i,j} c_{ij} (\varphi_i, f_S(\hat{q}, \hat{p})\varphi_j)
\]

\[
= \sum_{i,j} c_{ij} \text{tr}(f_S(\hat{q}, \hat{p})\hat{\rho}_{ij}) = \text{tr}(f_S(\hat{q}, \hat{p})\hat{\rho}).
\]  

(4.3.52)

\( \square \)

Note, that for a general quantization the operator representation corresponding to some coordinate system gives us the correspondence rule \( f \mapsto f_S(\hat{q}, \hat{p}) \) which in general is different than the Moyal correspondence rule. The Weyl correspondence rule is associated only with the Moyal quantization and the Cartesian coordinate system. To create an operator representation of the general quantum system in general coordinates in a consistent way it is needed to use different orderings of position and momentum operators (instead of using Weyl ordering for any quantization and coordinate system we have to use \( S \)-orderings).

Let \( Q \supset U \rightarrow V \subset \mathbb{R}^N, q \mapsto (q^1, \ldots, q^N) \) and \( Q \supset U' \rightarrow V' \subset \mathbb{R}^N, q \mapsto (q'^1, \ldots, q'^N) \) be two almost global coordinate systems on \( Q \), and \( T^*U \rightarrow T^*V = V \times \mathbb{R}^N, x \mapsto (q^1, \ldots, q^N, p_1, \ldots, p_N) \) and \( T^*U' \rightarrow T^*V' = V' \times \mathbb{R}^N, x \mapsto (q'^1, \ldots, q'^N, p'_1, \ldots, p'_N) \) induced canonical coordinate systems on \( T^*Q \). A map \( \phi: (q'^1, \ldots, q'^N) \mapsto (q^1, \ldots, q^N) \) is then a transformation of coordinates on the configuration space \( Q \) and a map \( T: (q'^1, \ldots, q'^N, p'_1, \ldots, p'_N) \mapsto (q^1, \ldots, q^N, p_1, \ldots, p_N) \)
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is a canonical transformation of coordinates on the phase space $T^* Q$. The transformation $T$ is given by the formula (2.1.17).

In what follows we will investigate how the operator representation of quantum mechanics behaves after changing the coordinates. First, note that a map $\hat{U}_T$: $L^2(V, d\mu) \rightarrow L^2(V', d\mu')$ given by

$$\hat{U}_T \psi(q') = \psi(\phi(q'))$$  \hspace{1cm} (4.3.53)

is an isomorphism of Hilbert spaces. Moreover, a map

$$f \mapsto f \circ T$$  \hspace{1cm} (4.3.54)

is also an isomorphism of Hilbert spaces. Let $\otimes_S$ and $\otimes_{S'}$ be tensor products corresponding to star-products $\star^{(q,p)}$ and $\star^{(q',p')}$ respectively. The following theorem can be proved.

**Theorem 4.3.7.** For $\varphi, \psi \in L^2(V, d\mu)$ there holds

$$(\varphi^* \otimes_S \psi) \circ T = (\hat{U}_T \varphi)^* \otimes_{S'} \hat{U}_T \psi.$$ \hspace{1cm} (4.3.55)

From Theorem 4.3.7 follows that operator representations of quantum mechanics corresponding to different coordinate systems are unitarily equivalent. In particular, we get that operators, corresponding to a function $f \in C^\infty(T^* Q)[\hbar]$ written in different coordinate systems, are unitarily equivalent:

**Theorem 4.3.8.** For $f \in C^\infty(T^* V)[\hbar]$ there holds

$$f_{S'}^*(\hat{q}', \hat{p}') = \hat{U}_T f_S(\hat{q}, \hat{p}) \hat{U}_T^{-1},$$ \hspace{1cm} (4.3.56)

where $f' = f \circ T$ and $\hat{q}' = q', \hat{p}_j = -i\hbar(\partial_{q'} + \frac{1}{2} \Gamma^j_{jk})$ and $\hat{q}'_i = q'_i, \hat{p}'_j = -i\hbar(\partial_{q'_j} + \frac{1}{2} \Gamma^j_{jk})$ are operators of position and momentum corresponding to the coordinates $(q', p_j)$ and $(q'_i, p'_j)$ respectively.

**Proof.** Let $\rho = \varphi^* \otimes_S \psi$. From Proposition 4.3.3 and Theorem 4.3.7 we get from one side

$$(f \star^{(q,p)} \rho) \circ T = f' \star^{(q',p')} (\rho \circ T) = (\hat{U}_T \varphi)^* \otimes_{S'} f_{S'}^*(\hat{q}', \hat{p}') \hat{U}_T \psi$$  \hspace{1cm} (4.3.57)

and from the other side

$$(f \star^{(q,p)} \rho) \circ T = (\varphi^* \otimes_S f_S(\hat{q}, \hat{p}) \psi) \circ T = (\hat{U}_T \varphi)^* \otimes_{S'} \hat{U}_T f_S(\hat{q}, \hat{p}) \psi = (\hat{U}_T \varphi)^* \otimes_{S'} \hat{U}_T f_S(\hat{q}, \hat{p}) \hat{U}_T^{-1} \hat{U}_T \psi.$$  \hspace{1cm} (4.3.58)

Comparison of the above two formulas implies the result. \hfill $\Box$

**Remark 4.3.1.** If $\hat{q}'_i, \hat{p}_j$ are operators of position and momentum defined on the Hilbert space $L^2(V, d\mu)$ and corresponding to the coordinate system $(q', p_j)$, and if $T^{-1}(q, p) = (Q^1(q, p), \ldots, Q^N(q, p), P_1(q, p), \ldots, P_N(q, p))$ is a transformation to the coordinate system $(q'^i, p'_j)$, then the maps $Q^i, P_j$ are observables of position and momentum on the phase space $T^* V$ corresponding to the coordinate system $(q'^i, p'_j)$. To the maps $Q^i, P_j$ we can relate operators $Q^i_S(\hat{q}, \hat{p}), (P_j)_S(\hat{q}, \hat{p})$ which are
operators of position and momentum defined on the Hilbert space \( L^2(V, d\mu) \) and corresponding to the coordinate system \((q^i, p_j)\). From Theorem 4.3.8 we get that
\[
q^i = \hat{U}_T Q_S(q, \hat{p}) \hat{U}_T^{-1}, \quad (4.3.59a)
\]
\[
p_j = \hat{U}_T (P_j)_S(q, \hat{p}) \hat{U}_T^{-1}. \quad (4.3.59b)
\]

Equation (4.3.59a) is a statement of the fact that the unitary operator \( \hat{U}_T \) gives a position representation of the quantum system for the operators \( Q_S(q, \hat{p}) \), i.e. the unitary operator \( \hat{U}_T \) writes the operators \( Q_S(q, \hat{p}) \) as operators of multiplication by a coordinate variable.

### 4.3.3 Invariant form of the operator representation

So far we introduced the operator representation of quantum mechanics corresponding to some coordinate system on the configuration space. In what follows we will use the developed formalism to introduce an operator representation in a coordinate independent way. Let \( \phi: \mathcal{Q} \supset U \to V \subset \mathbb{R}^N \) be an almost global coordinate system on the configuration space \( \mathcal{Q} \) and \( \Phi: T^*U \to T^*V = V \times \mathbb{R}^N \) a related almost global canonical coordinate system on the phase space \( T^*\mathcal{Q} \). Since the coordinate system \( \phi \) is almost globally defined it defines an isomorphism \( \hat{U}: L^2(\mathcal{Q}, d\omega_g) \to L^2(V, d\mu) \) of the Hilbert spaces given by
\[
\hat{U}\psi = \psi|_U \circ \phi^{-1}. \quad (4.3.60)
\]

Indeed, the restriction \( |_U \) is a natural isomorphism of \( L^2(\mathcal{Q}, d\omega_g) \) onto \( L^2(U, d\mu) \) since for \( \psi \in L^2(\mathcal{Q}, d\omega_g) \), \( \psi \) and \( \psi|_U \) are equal almost everywhere and Hilbert spaces of square integrable functions are constituted of equivalence classes of functions equal almost everywhere. Similarly, the coordinate system \( \Phi \) defines an isomorphism of the Hilbert space \( L^2(T^*\mathcal{Q}, dl) \) onto the Hilbert space \( L^2(T^*V, dl) \). We can now define a tensor product \( \otimes: (L^2(\mathcal{Q}, d\omega_g))^* \otimes L^2(\mathcal{Q}, d\omega_g) \to L^2(T^*\mathcal{Q}, dl) \) by the formula
\[
\varphi \otimes \psi = ((\hat{U}\varphi)^* \otimes_S \hat{U}\psi) \circ \Phi, \quad \varphi, \psi \in L^2(\mathcal{Q}, d\omega_g), \quad (4.3.61)
\]
where \( \otimes_S: (L^2(V, d\mu))^* \otimes L^2(V, d\mu) \to L^2(T^*V, dl) \) is a tensor product corresponding to the coordinate system \( \Phi \). The definition of the tensor product \( \otimes \) is independent on the choice of a coordinate system. Indeed, if \( \phi': \mathcal{Q} \supset U' \to V' \subset \mathbb{R}^N \) is another almost global coordinate system on \( \mathcal{Q} \), \( \Phi': T^*U' \to T^*V' = V' \times \mathbb{R}^N \) a related almost global canonical coordinate system on \( T^*\mathcal{Q} \) and \( \hat{U}': L^2(\mathcal{Q}, d\omega_g) \to L^2(V', d\mu') \) a Hilbert space isomorphism induced by \( \phi' \) then \( T = \Phi \circ \Phi'^{-1} \) is a canonical transformation of coordinates and \( \hat{U}_T = \hat{U}' \hat{U}_T^{-1} \) a related unitary operator (4.3.53). Then from Theorem 4.3.7 follows that
\[
\varphi \otimes \psi = ((\hat{U}\varphi)^* \otimes_S \hat{U}\psi) \circ \Theta \circ \Phi' = ((\hat{U}_T \hat{U}\varphi)^* \otimes_S \hat{U}_T \hat{U}_T \hat{U}\psi) \circ \Phi'
= ((\hat{U}'\varphi)^* \otimes_S \hat{U}' \hat{U}\psi) \circ \Phi'. \quad (4.3.62)
\]

The tensor product \( \otimes \) inherits all properties of the tensor products \( \otimes_S \). In particular, the following theorems hold.
Proposition 4.3.4. For every \( \rho \in L^2(T^*Q, dl) \)

\[
\rho * = \hat{1} \otimes \hat{\rho}, \tag{4.3.63}
\]

where \( \hat{\rho} \in B_2(L^2(Q, d\omega_y)) \) is some Hilbert-Schmidt operator defined on the Hilbert space \( L^2(Q, d\omega_y) \). Conversely, for every \( \hat{\rho} \in B_2(L^2(Q, d\omega_y)) \) the operator \( \hat{1} \otimes \hat{\rho} \) is of the form \( \rho * \) for some \( \rho \in L^2(T^*Q, dl) \).

The following properties are fulfilled:

(i) for \( \rho = \varphi^* \otimes \psi, \) \( \hat{\rho} = (\varphi, \cdot) \psi, \)

(ii) \( \hat{\rho} * = \hat{1} \otimes \hat{\rho}^l, \)

(iii) \( \text{tr}(\rho) \equiv \int_{T^*Q} \rho \, dl = \text{tr}(\hat{\rho}), \)

(iv) for \( \rho_1, \rho_2 \in L^2(T^*Q, dl) \) and \( \hat{\rho}_1, \hat{\rho}_2 \in B_2(L^2(Q, d\omega_y)) \) such that \( \rho_1 * = \hat{1} \otimes \hat{\rho}_1 \) and \( \rho_2 * = \hat{1} \otimes \hat{\rho}_2 \)

\[
(\rho_1, \rho_2) = (\hat{\rho}_1, \hat{\rho}_2)_2, \tag{4.3.64}
\]

(v) \( \int_{T^*Q} \tilde{f} * f \, \rho \, dl \geq 0 \) for \( f \in C^\infty_0(T^*Q) \) if and only if \( (\varphi, \hat{\rho} \varphi) \geq 0 \) for \( \varphi \in L^2(Q, d\omega_y). \)

**Proposition 4.3.5.** Let \( f \in C^\infty(T^*Q)[\hbar] \) and \( \rho = \varphi^* \otimes \psi \) for \( \varphi, \psi \in C^\infty_0(Q) \). Then

\[
f * \rho = \varphi^* \otimes \tilde{f} \psi, \tag{4.3.65a}
\]

\[
\rho * f = (\tilde{f}^\dagger \varphi)^* \otimes \psi, \tag{4.3.65b}
\]

where \( \tilde{f} \) is some operator acting in the Hilbert space \( L^2(Q, d\omega_y) \). Furthermore, if \( (q^1, \ldots, q^N) \) is some almost global coordinate system on \( Q \), \( (q^1, \ldots, q^N, p_1, \ldots, p_N) \) a related canonical coordinate system on \( T^*Q \), and \( \hat{U} \) a corresponding unitary operator given by (4.3.60), then

\[
\hat{U} \hat{f} \hat{U}^{-1} = f_S(\hat{q}, \hat{\rho}). \tag{4.3.66}
\]

**Theorem 4.3.9.** Let \( f \in C^\infty(T^*Q)[\hbar] \) and \( \rho \in L^2(T^*Q, dl) \). If \( f * \rho \in L^1(T^*Q, dl) \) then

\[
\int_{T^*Q} f * \rho \, dl = \text{tr}(\hat{f} \hat{\rho}). \tag{4.3.67}
\]

In particular, if \( \rho = \varphi^* \otimes \psi \) for \( \varphi, \psi \in C^\infty_0(Q) \) then

\[
\int_{T^*Q} f * \rho \, dl = (\varphi, \tilde{f} \psi). \tag{4.3.68}
\]

From Proposition 4.3.4 follows that the map \( \rho \mapsto \hat{\rho} \) is a representation of the algebra \( \mathcal{L} = (L^2(T^*Q, dl), \ast) \) in the Hilbert space \( L^2(Q, d\omega_y) \). Furthermore, from Proposition 4.3.5 follows that functions \( f \in C^\infty(T^*Q)[\hbar] \) can be naturally identified with operators \( f \) through the formula

\[
f * = \hat{1} \otimes \tilde{f}. \tag{4.3.69}
\]
Moreover, the map \( f \mapsto \hat{f} \) is a representation of the quantum Poisson algebra \( \mathcal{A}_Q(T^*Q) = (C^\infty (T^*Q)[[\hbar]], \ast) \) in the Hilbert space \( L^2(Q, d\omega_g) \). By virtue of Theorems 4.3.3 and 4.3.4 we get the following characterization of quantum states.

**Proposition 4.3.6.** Pure states can be alternatively characterized as functions \( \rho_{\text{pure}} \in L^2(T^*Q, dl) \) which are self-conjugated, normalized, and idempotent:

\[
\rho_{\text{pure}} = \bar{\rho}_{\text{pure}}, \\
\int_{T^*Q} \rho_{\text{pure}} dl = 1, \\
\rho_{\text{pure}} \ast \rho_{\text{pure}} = \rho_{\text{pure}}.
\]

**Mixed states** \( \rho_{\text{mix}} \in L^2(T^*Q, dl) \) can be characterized as convex linear combinations, possibly infinite, of some families of pure states \( \rho_{\text{pure}}^{(\lambda)} \)

\[
\rho_{\text{mix}} = \sum_{\lambda} p_{\lambda} \rho_{\text{pure}}^{(\lambda)},
\]

where \( p_{\lambda} \geq 0 \) and \( \sum_{\lambda} p_{\lambda} = 1 \).

**Remark 4.3.2.** If \( \phi: Q \supset U \to V \subset \mathbb{R}^N \) is an almost global coordinate system on the configuration space \( Q \), \( \Phi: T^*U \to T^*V = V \times \mathbb{R}^N \) a related almost global canonical coordinate system on the phase space \( T^*Q \), and \( \hat{U}: L^2(Q, d\omega_g) \to L^2(V, d\mu) \) an isomorphism of the Hilbert spaces given by (4.3.60), then the maps \( q^i = \Phi^i \) and \( p_j = \Phi^{j+N} \) \((i,j = 1, 2, \ldots, N)\) are observables of position and momentum corresponding to the coordinate system \( \Phi \). To the maps \( q^i, p_j \) we can relate operators \( \hat{q}^i, \hat{p}_j \) defined on the Hilbert space \( L^2(Q, d\omega_g) \). The operators \( \hat{q}^i = \phi^i \) are of the form of multiplication operators by coordinate functions \( \phi^i \) and they constitute a complete set of commuting observables. Thus they can be used to create a representation corresponding to the coordinate system \( \phi \). In this representation operators \( \hat{q}^i \) take the form of the multiplication operators by a coordinate variable, which are defined on the Hilbert space \( L^2(V, d\mu) \). In accordance to (4.3.66) the unitary operator giving this representation is equal \( \hat{U} \).

### 4.3.4 Examples of quantum mechanical operators

In what follows we will consider such quantization of a classical system on \( T^*Q \) for which the morphism \( S \) giving the equivalence with the Moyal quantization is in the form (3.4.72) for any classical and quantum canonical coordinate system. We will derive the form of operators corresponding to functions linear, quadratic and cubic in momenta. Note, that the terms of order higher or equal to \( \hbar^4 \) in (3.4.72) are at least of the fourth order in \( \partial p_j \), so the formula (3.4.72) is enough to calculate the action of \( S \) on functions that are up to cubic in momenta. First, let us consider a function \( H \) on \( T^*Q \) linear in momenta, which in some canonical coordinates on \( T^*Q \) takes the form

\[
H(q, p) = K^i(q)p_i.
\]
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where \( K^i \) are components of some vector field \( K \) defined on \( Q \). The action of the morphism \( S \) on \( H \) leaves the function \( H \) unchanged:

\[
(S^{-1}H)(q, p) = K^i(q)p_i. \tag{4.3.73}
\]

From this and (4.1.31) to \( H \) will correspond the following self-adjoint operator

\[
H_S(\hat{q}, \hat{p}) = \frac{1}{2} K^i(\hat{q}) \hat{p}_i + \frac{1}{2} \hat{p}_i K^i(\hat{q}). \tag{4.3.74}
\]

By virtue of (4.2.7) the above equation can be written in the form

\[
H_S(\hat{q}, \hat{p}) = -\frac{i\hbar}{2} \left( 2K^i \partial_{q^i} + K^i,_{i} + \Gamma^k_{ik} K^i \right) = -\frac{i\hbar}{2} \left( 2K^i \partial_{q^i} + K^i,_{i} \right). \tag{4.3.75}
\]

Finally, we can write the above equation in the following invariant form

\[
H_S(\hat{q}, \hat{p}) = -\frac{i\hbar}{2} \left( 2K^i \nabla_i + K^i,_{i} \right) = -\frac{i\hbar}{2} \left( K^i \nabla_i + \nabla_i K^i \right). \tag{4.3.76}
\]

Now, let us consider a function \( H \) on \( T^*_Q q \) quadratic in momenta, which in some canonical coordinates on \( T^*_Q q \) takes the form

\[
H(q, p) = \frac{1}{2} K^{ij}(q)p_ip_j + V(q), \tag{4.3.77}
\]

where \( K^{ij} \) are components of some symmetric tensor field \( K \) defined on \( Q \) and \( V \) is a smooth function on \( Q \). The action of the morphism \( S \) on \( H \) results in the following function

\[
(S^{-1}H)(q, p) = \frac{1}{2} K^{ij}(q)p_ip_j + V(q) - \frac{\hbar^2}{2} \left( \frac{1}{4} K^{ij,k}(q) \Gamma^k_{ij}(q) + \frac{1}{4} K^{ij}(q) \Gamma^k_{ij}(q) \Gamma^l_{kl}(q) - \frac{1}{4} bK^{ij,;ij}(q) + \frac{1}{4} aK^{ij}(q) R_{ij}(q) \right). \tag{4.3.78}
\]

From this and (4.1.31) to \( H \) will correspond the following self-adjoint operator

\[
H_S(\hat{q}, \hat{p}) = \frac{1}{2} \left( \frac{1}{4} K^{ij}(\hat{q}) \hat{p}_i \hat{p}_j + \frac{1}{4} \hat{p}_i K^{ij}(\hat{q}) \hat{p}_j + \frac{1}{4} \hat{p}_i \hat{p}_j K^{ij}(\hat{q}) \right) + V(\hat{q}) - \frac{\hbar^2}{2} \left( \frac{1}{4} K^{ij,k}(\hat{q}) \Gamma^k_{ij}(\hat{q}) + \frac{1}{4} K^{ij}(\hat{q}) \Gamma^k_{ij}(\hat{q}) \Gamma^l_{kl}(\hat{q}) - \frac{1}{4} bK^{ij,;ij}(\hat{q}) + \frac{1}{4} aK^{ij}(\hat{q}) R_{ij}(\hat{q}) \right). \tag{4.3.79}
\]

By virtue of (4.2.7) the above equation can be written in the form

\[
H_S(\hat{q}, \hat{p}) = -\frac{\hbar^2}{2} \left( K^{ij} \partial_{q^j} + K^{ij} \Gamma^l_{jl} \partial_{q^j} + K^{ij} \partial_{q^j} + \frac{1}{2} K^{ij} \Gamma^l_{jl} + \frac{1}{4} K^{ij} \Gamma^k_{ij} \Gamma^l_{kl} + \frac{1}{2} K^{ij} \Gamma^l_{jl} \right.
\]

\[
+ \frac{1}{4} K^{ij,;ij} + \frac{1}{4} K^{ij,k} \Gamma^k_{ij} + \frac{1}{4} K^{ij} \Gamma^k_{ij} \Gamma^l_{kl} - \frac{1}{4} bK^{ij,;ij} + \frac{1}{4} aK^{ij} R_{ij} \left) + V. \tag{4.3.80}
\]
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Using the equality $K_{ij,k} = -K^{rt} \Gamma^r_{rk} - K^{rt} \Gamma^j_{rk} + K_{ij,k}$ the above equation simplifies to

$$H_S(\hat{q}, \hat{p}) = -\frac{\hbar^2}{2} \left( K^{ij} \partial_q q^i \partial_p q^j + K^{ij} \Gamma^l_{ji} \partial_q q^l + \frac{1}{4} (1-b) K^{ij} \partial_q q^j - \frac{1}{4} (1-a) K^{ij} R_{ij} \right) + V. \quad (4.3.81)$$

Note, that (4.3.81) can be written in the following invariant form

$$H_S(\hat{q}, \hat{p}) = -\frac{\hbar^2}{2} \left( \nabla_i K^{ij} \nabla_j + \frac{1}{4} (1-b) K^{ij} \nabla_i - \frac{1}{4} (1-a) K^{ij} R_{ij} \right) + V, \quad (4.3.82)$$

where $\nabla_i K^{ij} \nabla_j = \Delta_K$ is the pseudo-Laplace operator. For a special case when $K$ is the standard metric tensor $g$ on the configuration space, the function $H$ has the form of a natural Hamiltonian (3.2.2), and equation (4.3.82) reduces to

$$H_S(\hat{q}, \hat{p}) = -\frac{\hbar^2}{2} \left( g^{ij} \nabla_i \nabla_j - \frac{1}{4} (1-a) R \right) + V. \quad (4.3.83)$$

Observe, that $\nabla_i g^{ij} \nabla_j = g^{ij} \nabla_i \nabla_j = \Delta$ is the Laplace-Beltrami operator. Note, that for a flat metric tensor $g$ the family of morphisms $S$ depends only on the parameter $b$ and consequently we have one-parameter family of quantizations which, according to (4.3.83), coincide for a class of natural Hamiltonians (3.2.2).

Finally, Let us consider a function $H$ on $T^*Q$, which in some canonical coordinates on $T^*Q$ is cubic in momenta (we skip the lower terms in momenta):

$$H(q, p) = K^{ijk}(q)p_i p_j p_k, \quad (4.3.84)$$

where $K^{ijk}$ are components of some symmetric tensor field $K$ defined on $Q$. Similarly as in the previous case we can derive the form of the corresponding self-adjoint operator:

$$H_S(\hat{q}, \hat{p}) = \frac{i\hbar}{2} \left( \nabla_i K^{ijk} \nabla_j K^{ijk} \nabla_k K^{ijk} \nabla_k + \frac{1}{4} (1-b) \nabla_i K^{ijk} \nabla_j K^{ijk} \nabla_k K^{ijk} \nabla_k \right) + \frac{1}{4} (1-b) K^{ijk} \nabla_i K^{ijk} \nabla_j K^{ijk} \nabla_k K^{ijk} \nabla_k + \frac{1}{4} (1-a) \nabla_i K^{ijk} \nabla_j K^{ijk} \nabla_k K^{ijk} \nabla_k \left( 3 \frac{1}{4} (1-a) K^{ijk} R_{ijk} \nabla_k \right). \quad (4.3.85)$$

Note, that the received operators are defined on the Hilbert space $L^2(V, d\mu)$ and correspond to a given canonical coordinate system $(q^i, p_j)$. These operators are written in an invariant form and consequently they can be treated as operators defined on the Hilbert space $L^2(Q, d\omega_g)$. Indeed, using the unitary operator $\hat{U}$ related to the coordinate system $(q^i, p_j)$ and given by (4.3.60) we can receive, in accordance to the formula (4.3.66), operators defined on the Hilbert space $L^2(Q, d\omega_g)$.

4.3.5 Example of the hydrogen atom

Let us consider a quantum system of the hydrogen atom. A configuration space of such system is the 3-dimensional Euclidean space $E^3$. It represents the position in
space of an electron of the hydrogen atom. A phase space of the system is $T^*E^3$ and a Hamiltonian $H$ in Cartesian coordinates takes a form

$$H(x, y, z, p_x, p_y, p_z) = \frac{p_x^2 + p_y^2 + p_z^2}{2m} - \frac{1}{4\pi\epsilon_0} \frac{e^2}{\sqrt{x^2 + y^2 + z^2}}.$$  \hfill (4.3.86)

As a star-product on $T^*E^3$ is taken the canonical $\ast$-product which in the Cartesian coordinates takes a form of the Moyal product. In the operator representation in the Cartesian coordinate system the Hilbert space of states takes the form of the space $L^2(\mathbb{R}^3)$ of functions on $\mathbb{R}^3$ square integrable with respect to the Lebesgue measure. The canonical operators of position and momentum take the standard form

$$\hat{q}_x = x, \quad \hat{q}_y = y, \quad \hat{q}_z = z,$$

$$\hat{p}_x = -i\hbar \partial_x, \quad \hat{p}_y = -i\hbar \partial_y, \quad \hat{p}_z = -i\hbar \partial_z,$$  \hfill (4.3.87)

and the Hamilton operator, being a symmetrically ordered function $H$ of the operators of position and momentum, takes a form

$$H(\hat{q}_x, \hat{q}_y, \hat{q}_z, \hat{p}_x, \hat{p}_y, \hat{p}_z) = -\frac{\hbar^2}{2m} \Delta - \frac{1}{4\pi\epsilon_0} \frac{e^2}{\sqrt{x^2 + y^2 + z^2}}.$$  \hfill (4.3.88)

where $\Delta = \partial_x^2 + \partial_y^2 + \partial_z^2$ is the Laplace operator in the Cartesian coordinates.

Now, let us consider the quantum system and its operator representation in the spherical polar coordinates. The Moyal product in the Cartesian coordinates, under the point transformation to spherical polar coordinates (2.2.8), transforms to a star-product of the form (3.4.40). In accordance to Theorem 3.4.3 this star-product is equivalent to the Moyal product, where the equivalence morphism $S$, by virtue of (3.4.71), is equal

$$S = id + \frac{\hbar^2}{4} \left( \frac{1}{r^2} \partial_r^2 + \left( \frac{1}{2\tan^2 \theta} - 1 \right) \frac{\partial^2}{\partial_p^2} - \frac{1}{r \tan \theta} \partial_r \partial_p + \frac{1}{r} \partial_r \partial_p \right)$$

$$- \frac{1}{2} p_r \partial_r \partial_p^2 + \frac{2}{r \tan \theta} \partial_p \partial_r \partial_p \partial_p - \frac{1}{2} p_r \sin^2 \theta + \frac{1}{r \tan \theta} \partial_r \partial_p \partial_p - \frac{1}{2} \theta \partial_r \partial_p \partial_p - \frac{1}{2} \tan \theta \partial_r \partial_p \partial_p$$

$$\left[ \frac{1}{r} \partial_r \partial_r \partial_p \partial_p - \frac{1}{2} \sin \theta \cos \theta \partial_p \partial_p \partial_p + \frac{1}{r} \partial_r \partial_r \partial_p \partial_p + \frac{1}{\tan \theta} \partial_r \partial_r \partial_p \partial_p \right] + o(\hbar^4).$$  \hfill (4.3.89)

The Hamilton function (4.3.86) in the spherical polar coordinates takes a form

$$H(r, \theta, \phi, p_r, p_\theta, p_\phi) = \frac{1}{2m} \left( p_r^2 + \frac{p_\theta^2}{r^2 + \sin^2 \theta} + \frac{p_\phi^2}{r^2} \right) - \frac{1}{4\pi\epsilon_0} \frac{e^2}{r},$$  \hfill (4.3.90)

and the action of the morphism $S$ on the transformed Hamilton function (4.3.90) results in the following function

$$(S^{-1}H)(r, \theta, \phi, p_r, p_\theta, p_\phi) = \frac{1}{2m} \left( p_r^2 + \frac{p_\theta^2}{r^2 + \sin^2 \theta} + \frac{p_\phi^2}{r^2} \right) - \frac{1}{4\pi\epsilon_0} \frac{e^2}{r}$$

$$- \frac{\hbar^2}{8mr^2} \left( \frac{1}{\sin^2 \theta} + 1 \right).$$  \hfill (4.3.91)
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Note the extra term in (4.3.91) dependent on \( \hbar \). Thus, the quantum system in the spherical polar coordinates can be described by the Hamiltonian (4.3.90) and the star-product in the form (3.4.40), or equivalently by the Hamiltonian (4.3.91) and the Moyal star-product.

In the operator representation in the spherical polar coordinates the Hilbert space of states is equal \( L^2(V, d\mu) \), where \( V = (0, \infty) \times (0, \pi) \times (0, 2\pi) \) and \( d\mu(r, \theta, \phi) = r^2 \sin \theta \, dr \, d\theta \, d\phi \), and the operators of position and momentum take a form

\[
\begin{align*}
\hat{q}_r &= r, \\
\hat{q}_\theta &= \theta, \\
\hat{q}_\phi &= \phi, \\
\hat{p}_r &= -i\hbar \left( \partial_r + \frac{1}{r} \right), \\
\hat{p}_\theta &= -i\hbar \left( \partial_\theta + \frac{1}{2 \tan \theta} \right), \\
\hat{p}_\phi &= -i\hbar \partial_\phi.
\end{align*}
\] (4.3.92)

The Hamilton operator is calculated as an \( S \)-ordered Hamilton function (4.3.90) of the operators of position and momentum (4.3.92), or equivalently as a symmetrically ordered function (4.3.91) of these operators:

\[
H_S(\hat{q}_r, \hat{q}_\theta, \hat{q}_\phi, \hat{p}_r, \hat{p}_\theta, \hat{p}_\phi) = (S^{-1}H)(\hat{q}_r, \hat{q}_\theta, \hat{q}_\phi, \hat{p}_r, \hat{p}_\theta, \hat{p}_\phi)
= -\frac{\hbar^2}{2m} \left[ \frac{1}{r^2} \partial_r^2 + \frac{2}{r} \partial_r + \frac{1}{\tan \theta} \partial_\theta^2 + \frac{1}{\sin^2 \theta} \partial_\phi^2 \right] - \frac{1}{4\pi\epsilon_0} \frac{e^2}{r}.
\] (4.3.93)

Note, that the expression in square brackets is just the Laplace operator written in spherical coordinates. A direct computation shows that the operators (4.3.88) and (4.3.93) are unitarily equivalent, where a unitary operator giving this equivalence is equal

\[
\hat{U}_T : L^2(\mathbb{R}^3) \rightarrow L^2(V, d\mu), \quad (\hat{U}_T \psi)(r, \theta, \phi) = \psi(r \sin \theta \cos \phi, r \sin \theta \sin \phi, r \cos \theta).
\] (4.3.94)

Note, that the property that the spherical polar coordinates are almost global is crucial to get the unitarity of \( \hat{U}_T \). Since the operators (4.3.88) and (4.3.93) are unitarily equivalent they have the same spectra, and solving the eigenvalue problem of one of these operators gives the solution for the other operator.
Chapter 5
Quantum trajectories

5.1 Preliminaries

We will consider the Moyal quantization of a classical Hamiltonian system \((M, \omega, H)\), where a phase space \(M = \mathbb{R}^{2N}\), symplectic form \(\omega = dp_i \wedge dq^i\), and Hamiltonian \(H \in C^\infty(M)\) is an arbitrary real function.

The solution of quantum Hamiltonian equations

\[
\dot{Q}^i(t) = [Q^i(t), H], \quad \dot{P}_j(t) = [P_j(t), H],
\]

where \(Q^i(q, p, 0) = q^i\) and \(P_j(q, p, 0) = p_j\), i.e., the Heisenberg representation (3.2.25) for observables of position and momentum, generates a quantum ow \(\Phi_t\) in phase space according to an equation

\[
\Phi_t(q, p; \hbar) = (Q(q, p, t; \hbar), P(q, p, t; \hbar)).
\]

For every instance of time \(t\) the map \(\Phi_t\) is a quantum canonical transformation (quantum symplectomorphism) from the coordinates \(q^i, p_j\) to new coordinates \(q'^i = Q^i(q, p, t; \hbar), p'_j = P_j(q, p, t; \hbar)\). In other words \(\Phi_t\) preserves the quantum Poisson bracket: \([Q^i(t), P_j(t)] = \delta^i_j\) (this can be easily seen from (5.1.8) and the fact that \([Q^i(0), P_j(0)] = [q^i, p_j] = \delta^i_j\).

The ow \(\Phi_t\), as every other quantum canonical transformation, can act on observables and states as a simple composition of maps. Such classical action can also be used to transform the algebraic structure of the quantum Poisson algebra so that the action will be an isomorphism of the initial algebra and its transformation. A star-product \(*_t\) being the Moyal \(*\)-product transformed by \(\Phi_t\) is defined by the formula

\[
(f * g) \circ \Phi_t^{-1} = (f \circ \Phi_t^{-1}) \ast_t (g \circ \Phi_t^{-1}), \quad f, g \in C^\infty(\mathbb{R}^{2N})[\hbar].
\]

The \(*_t\)-product takes the form of the Moyal product but with derivatives \(\partial_{q'}, \partial_{p_i}\) replaced by some other derivations \(D_{q'}, D_{p_i}\) of the algebra \(C^\infty(\mathbb{R}^{2N})\):

\[
f *_t g = f \exp \left( \frac{1}{2} i\hbar \overleftrightarrow{D_{q'}} D_{p_i} - \frac{1}{2} i\hbar \overleftrightarrow{D_{p_i}} D_{q'} \right) g,
\]

where derivations \(D_{q'}, D_{p_i}\) are transformations of the derivatives \(\partial_{q'}, \partial_{p_i}\):

\[
(\partial_{q'} f) \circ \Phi_t^{-1} = D_{q'} (f \circ \Phi_t^{-1}), \quad (\partial_{p_i} f) \circ \Phi_t^{-1} = D_{p_i} (f \circ \Phi_t^{-1}).
\]
The crucial point of our construction is the observation that for quantum flows the $\star_t$-product is equivalent to the Moyal product (see Theorem 3.4.3 and Remark 3.4.1). Strictly speaking, to a quantum flow $\Phi_t$ there corresponds a unique isomorphism $S_t$ of the form (3.1.6) satisfying

\[
S_t(f \star g) = S_t f \star_t S_t g, \quad (5.1.6a)
\]
\[
S_t q^i = q^i, \quad S_t p_j = p_j, \quad (5.1.6b)
\]
\[
S_t \bar{f} = \bar{S}_t t f. \quad (5.1.6c)
\]

A formal solution of the time evolution equation (3.2.25) for an observable $A \in C^\infty(\mathbb{R}^{2N})[\hbar]$ can be expressed by the formula

\[
A(t) = e^{-t[H, \cdot]} A(0) = e^{\frac{i}{\hbar} t H} \star A(0) \star e^{-\frac{i}{\hbar} t H}. \quad (5.1.7)
\]

In particular, the solution of (5.1.1) takes the form

\[
Q^i(t) = e^{-t[H, \cdot]} Q^i(0) = e^{\frac{i}{\hbar} t H} \star Q^i(0) \star e^{-\frac{i}{\hbar} t H}, \quad (5.1.8a)
\]
\[
P_j(t) = e^{-t[H, \cdot]} P_j(0) = e^{\frac{i}{\hbar} t H} \star P_j(0) \star e^{-\frac{i}{\hbar} t H}, \quad (5.1.8b)
\]

which for a fixed initial condition $Q^i(q, p, 0) = q^i$ and $P_j(q, p, 0) = p_j$ represents a particular quantum trajectory.

A time evolution of an observable $A \in C^\infty(\mathbb{R}^{2N})[\hbar]$ should be alternatively expressed by an action of the quantum flow $\Phi_t$ on $A$. The composition of $\Phi_t$ with observables (the classical action of $\Phi_t$ on observables) does not result in a proper time evolution of observables. Thus it is necessary to deform this classical action. We will prove that a proper action of the quantum flow $\Phi_t$ on functions from $C^\infty(\mathbb{R}^{2N})[\hbar]$ (a pull-back of $\Phi_t$) is given by the formula

\[
\Phi_t^* A = (S_t A) \circ \Phi_t, \quad (5.1.9)
\]

where $S_t$ is an isomorphism associated to the quantum canonical transformation $\Phi_t^{-1}$. Indeed, (5.1.9) can be proved first by noting that

\[
\Phi_t^* Q^i(0) = (S_t Q^i(0)) \circ \Phi_t = Q^i(0) \circ \Phi_t = Q^i(t) = e^{-t[H, \cdot]} Q^i(0) \quad (5.1.10)
\]

and similarly

\[
\Phi_t^* P_j(0) = e^{-t[H, \cdot]} P_j(0), \quad (5.1.11)
\]

where the fact that $S_t q^i = q^i$ and $S_t p_j = p_j$ was used, which on the other hand was a consequence of the quantum canonicity of $\Phi_t$. Secondly, $\Phi_t^*$ given by (5.1.9) is an automorphism of $A_Q(\mathbb{R}^{2N})$ as

\[
\Phi_t^* (A \star B) = (S_t (A \star B)) \circ \Phi_t = (S_t A \star_t S_t B) \circ \Phi_t = ((S_t A) \circ \Phi_t) \star (\Phi_t S_t B) = \Phi_t^* A \star \Phi_t^* B, \quad (5.1.12)
\]

where $\star_t$ denotes a star-product transformed by $\Phi_t^{-1}$. Thus

\[
\Phi_t^* = e^{-t[H, \cdot]} \quad (5.1.13)
\]
holds true since every function in $C^\infty(\mathbb{R}^{2N})[\hbar]$ can be expressed as a $*$-power series.

In a complete analogy with classical theory one can define a quantum Hamiltonian vector field by $\zeta_H = [\cdot, H]$. Then (5.1.13) states that $\Phi_t$ is a flow of the quantum Hamiltonian vector field $\zeta_H$. Also in an analogy with classical mechanics $\{\Phi_t\}$ is a one-parameter group of quantum canonical transformations with respect to a multiplication defined by

$$ \Phi_{t_1} \Phi_{t_2} = (S_{t_2} \Phi_{t_1}) \circ \Phi_{t_2}, \quad (5.1.14) $$

where $S_{t_2} \Phi_{t_1}$ denotes a map $\mathbb{R}^{2N} \to \mathbb{R}^{2N}$ given by the formula

$$ S_{t_2} \Phi_{t_1} = (S_{t_2} Q^1(t_1), \ldots, S_{t_2} P_N(t_1)), \quad (5.1.15) $$

where $\Phi_{t_1} = (Q^1(t_1), \ldots, Q^N(t_1), P_1(t_1), \ldots, P_N(t_1))$. Multiplication defined in such a way satisfies properties similar to their classical counterparts:

$$ \Phi_0 = \text{id}, \quad \Phi_{t_1} \Phi_{t_2} = \Phi_{t_1 + t_2}, \quad (5.1.16) $$

proving that $\{\Phi_t\}$ is a group. Further on we will call it a quantum composition. The quantum composition rule given by (5.1.14) is properly defined since it respects the quantum pull-back of flows:

$$ (\Phi_{t_1} \Phi_{t_2})^* = \Phi_{t_2}^* \circ \Phi_{t_1}^*. \quad (5.1.17) $$

Indeed, it is enough to show (5.1.17) for an arbitrary $*$-monomial. For simplicity we will present the proof for a two-dimensional case and for a $*$-monomial $q \ast p$. Using the fact that $S_t q = q$ and $S_t p = p$ for every $t$, following from quantum canonicity of the flow $\Phi_t$, one calculates that

$$ (\Phi_{t_2}^* \circ \Phi_{t_1}^*)(q \ast p) = \Phi_{t_2}^* ((S_{t_2} (q \ast p)) \circ \Phi_{t_1}) = \Phi_{t_2}^* ((q \ast_{t_2} p) \circ \Phi_{t_1}) $$

$$ = \Phi_{t_2}^* (Q(t_2) \ast P(t_1)) = (S_{t_2} (Q(t_1) \ast P(t_1))) \circ \Phi_{t_2} $$

$$ = (S_{t_2} Q(t_1) \ast_{t_2} S_{t_2} P(t_1)) \circ \Phi_{t_2} = (q \ast_{t_2, t_1} p) \circ S_{t_2} \Phi_{t_1} \circ \Phi_{t_2}, \quad (5.1.18) $$

where $\ast_{t_1}, \ast_{t_2}$ denote Moyal products transformed, respectively, by transformations $\Phi_{t_1}^{-1}, \Phi_{t_2}^{-1}$, and $\ast_{t_2, t_1}$ denotes the $\ast_{t_2}$-product transformed by $(S_{t_2} \Phi_{t_1})^{-1}$. Now, from the relation $S_{t_1 \circ t_2} = S_{T_1 \circ T_2} S_{T_1}$ valid for any quantum canonical transformations $T_1, T_2$ defined on the whole phase space $(S_{T_1 \circ T_2}$ is an isomorphism intertwining star-products $\ast$ and $\ast_{T_1 \circ T_2}$, $S_{T_1 \circ T_2}$ intertwines $\ast_{T_1}$ with $\ast_{T_1 \circ T_2}$, and $S_{T_1}$ intertwines $\ast$ with $\ast_{T_1}$, where $\ast_{T_1}$ and $\ast_{T_1 \circ T_2}$ are Moyal products transformed, respectively, by transformations $T_1$ and $T_1 \circ T_2$, one receives that

$$ S_{(\Phi_{t_1} \Phi_{t_2})^{-1}} (q \ast p) = S_{\Phi_{t_2}^{-1} ((S_{t_2} \Phi_{t_1}^{-1})^{-1})} S_{t_2} (q \ast p) = S_{\Phi_{t_2}^{-1} ((S_{t_2} \Phi_{t_1}^{-1})^{-1})} (q \ast_{t_2, t_1} p) = q \ast_{t_2, t_1} p. \quad (5.1.19) $$

Hence

$$ (\Phi_{t_2}^* \circ \Phi_{t_1}^*)(q \ast p) = S_{(\Phi_{t_1} \Phi_{t_2})^{-1}} (q \ast p) \circ S_{t_2} \Phi_{t_1} \circ \Phi_{t_2} = (\Phi_{t_1} \Phi_{t_2})^* (q \ast p). \quad (5.1.20) $$

In the limit $\hbar \to 0$, (5.1.8) reduces to classical phase space trajectories

$$ Q^i(t) = e^{-t(H, \cdot)} Q^i(0), \quad P_j(t) = e^{-t(H, \cdot)} P_j(0), \quad \nu \quad (5.1.21) $$

$$ Q^i(q, p, 0) = q^i, \quad P_j(q, p, 0) = p_j, \quad (5.1.21) $$
which are formal solutions of classical Hamilton equations

\[ \dot{Q}^i(t) = \{Q^i(t), H\}, \quad \dot{P}_j(t) = \{P_j(t), H\}. \]  

(5.1.22)

In more explicit form classical trajectories are represented by a flow (diffeomorphism)

\[ \Phi_t(x, p) = (Q(x, p, t), P(x, p, t)), \]  

(5.1.23)

which is an \( \hbar \to 0 \) limit of the quantum flow (5.1.2). Diffeomorphism (5.1.23) is a classical symplectomorphism. An action of the classical flow \( \Phi_t \) on functions from \( \mathcal{A}_C(\mathbb{R}^{2N}) \) (a pull-back of \( \Phi_t \)) is just a simple composition of functions with \( \Phi_t \), being an \( \hbar \to 0 \) limit of (5.1.9)

\[ \Phi_t^* A = A \circ \Phi_t. \]  

(5.1.24)

\( \{\Phi_t\} \) forms a one-parameter group of canonical transformations, preserving a classical Poisson bracket: \( \{Q^i(t), P_j(t)\} = \delta^i_j \), with a multiplication being an ordinary composition of maps

\[ \Phi_{t_1} \Phi_{t_2} = \Phi_{t_1} \circ \Phi_{t_2}, \]  

(5.1.25)

which is the \( \hbar \to 0 \) limit of (5.1.14).

### 5.2 Examples

#### 5.2.1 Example 1: Harmonic oscillator

In this example we will consider quantum trajectories of the harmonic oscillator. The Hamiltonian of the harmonic oscillator is given by the equation

\[ H(q, p) = \frac{1}{2} (p^2 + \omega^2 q^2). \]  

(5.2.1)

It happens that in such case the quantum trajectory coincides with the classical one. Indeed, one can show that

\[ Q(t) = e^{-t[H, \cdot]} Q(0) = e^{-t[H, \cdot]} Q(0), \]  

(5.2.2a)

\[ P(t) = e^{-t[H, \cdot]} P(0) = e^{-t[H, \cdot]} P(0) \]  

(5.2.2b)

and in explicit form classical/quantum trajectory \( \Phi_t = (Q(t), P(t)) \) of the harmonic oscillator is

\[ Q(q, p, t) = q \cos \omega t + \omega^{-1} p \sin \omega t, \]  

(5.2.3a)

\[ P(q, p, t) = p \cos \omega t - \omega q \sin \omega t. \]  

(5.2.3b)

Observe that the classical action (composition) of \( \Phi_t \) on the algebra of observables preserves the Moyal product, i.e.,

\[ (f \star g) \circ \Phi_t = (f \circ \Phi_t) \star (g \circ \Phi_t), \quad f, g \in C^\infty(\mathbb{R}^{2N})[\hbar]. \]  

(5.2.4)

Thus in accordance with (5.1.6) the unique isomorphism \( S_t \) associated with \( \Phi_t \) is equal \( S_t = \text{id} \). This means that the action of the flow \( \Phi_t \) on observables (5.1.9) as
well as the quantum composition rule (5.1.14) for the flow is equal to the classical composition. In other words the time evolution of observables is the same as in classical case. The difference between the classical and quantum system is in the admissible states which evolve along the flow. In classical case states are probabilistic distribution functions, whereas in quantum case states are quasi-probabilistic distribution functions. In particular, classical pure states are Dirac distribution functions, however, quantum pure states will no longer be of such form due to the Heisenberg uncertainty principle.

5.2.2 Example 2

In this example let us consider a two particle system described by the Hamiltonian

\[ H(q, p) = \frac{p_1^2}{2m_1} + \frac{p_2^2}{2m_2} + kq_1p_2^2, \quad (5.2.5) \]

where \( m_1 \) and \( m_2 \) are masses of particles and \( k \) is a coupling constant. The solution of quantum Hamilton equations (5.1.1) reads [71]

\[
\begin{align*}
Q_1(t) &= q_1 + \frac{1}{m_1} p_1 t - \frac{k}{2m_1} p_2^2 t, \quad (5.2.6a) \\
P_1(t) &= p_1 - kp_2^2 t, \quad (5.2.6b) \\
Q_2(t) &= q_2 + \left( \frac{1}{m_2} p_2 + 2kq_1 p_2 \right) t + \frac{k}{m_1} p_1 p_2 t^2 - \frac{k^2}{3m_1} p_2^3 t^3, \quad (5.2.6c) \\
P_2(t) &= p_2, \quad (5.2.6d)
\end{align*}
\]

which coincides again with a solution of classical Hamilton equations. However, in accordance with (5.1.3) the received quantum flow \( \Phi_t \) transforms the Moyal product to the following product

\[ f \star_t g = f \exp \left( \frac{1}{2} i\hbar \frac{\partial}{\partial q_1} \frac{\partial}{\partial q_2} - \frac{1}{2} i\hbar \frac{\partial}{\partial p_1} \frac{\partial}{\partial q_2} \right) g, \quad (5.2.7) \]

where

\[
\begin{align*}
D_{q_1} &= \partial_{q_1} + 2ktp_2 \partial_{q_2}, \quad (5.2.8a) \\
D_{p_1} &= \partial_{p_1} + \frac{1}{m_1} t \partial_{q_1} + \frac{k}{m_1} t^2 p_2 \partial_{q_2}, \quad (5.2.8b) \\
D_{q_2} &= \partial_{q_2}, \quad (5.2.8c) \\
D_{p_2} &= \partial_{p_2} - 2ktp_2 \partial_{p_1} - \frac{k}{m_1} t^2 p_2 \partial_{q_1} + \left( \frac{1}{m_2} t + 2ktq_1 - \frac{k}{m_1} t^2 p_1 - \frac{k^2}{m_1} t^3 p_2^2 \right) \partial_{q_2}. \quad (5.2.8d)
\end{align*}
\]

Moreover, the isomorphism \( S_t \) associated with \( \Phi_t \) and intertwining the Moyal product with the \( \star_t \)-product takes the form

\[ S_t = \exp \left( \frac{1}{8} \hbar^2 \frac{k}{m_1} t^2 \partial_{q_1} \partial_{q_2}^2 + \frac{1}{4} \hbar^2 ktp_2 \partial_{q_1} \partial_{q_2}^2 + \frac{1}{12} \hbar^2 \frac{k^2}{m_1} t^3 p_2 \partial_{q_2}^3 \right). \quad (5.2.9) \]
Indeed, a direct calculation shows that the relations (5.1.6) are satisfied. More details of the construction of $S_t$ the reader can find in [42].

As in this case $S_t \Phi_t = \Phi_t$, the group multiplication for $\{\Phi_t\}$ is just a composition of maps, as one could expect since $\Phi_t$ is simultaneously the classical and quantum trajectory. However, the action of $\Phi_t$ on observables and states does not reduce in general to a composition of maps (5.1.24). This shows that the time evolution of quantum observables differs in general from the time evolution of classical observables.

One can check by direct calculations that the action of the quantum flow $\Phi_t$ on an observable $A$, given by (5.1.9), indeed describes the quantum time evolution of $A$. As an example let us take $A(q, p) = q_1 q_2$. Then

\[ (S_t A)(q, p) = q_1 q_2^2 + \frac{1}{4} \hbar^2 \frac{k}{m_1} t^2 \]  

and it can be checked that

\[ A(t) = (S_t A) \circ \Phi_t = Q^1(t)(Q^2(t))^2 + \frac{1}{4} \hbar^2 \frac{k}{m_1} t^2 \]  

satisfies the time evolution equation (3.2.25).

### 5.2.3 Example 3

In this example we will consider a system described by a Hamiltonian

\[ H(q, p) = q^2 p^2. \]  

The solution of quantum Hamilton equations (5.1.1) reads [37]

\[ Q(q, p; t; \hbar) = \sec^2(\hbar t) q \exp \left( \frac{2}{\hbar} \tan(\hbar t) qp \right), \]  
\[ P(q, p; t; \hbar) = \sec^2(\hbar t) p \exp \left( -\frac{2}{\hbar} \tan(\hbar t) qp \right), \]  

for $|t| < \frac{\pi}{2\hbar}$. This solution is a deformation of a classical one given by the limit $\hbar \to 0$

\[ Q_C(q, p, t) = q e^{2 t q p}, \quad P_C(q, p, t) = p e^{-2 t q p}. \]  

The induced quantum flow $\Phi_t$ is an example of a flow for which $\Phi_t$, for every $t \in (-\frac{\pi}{2\hbar}, \frac{\pi}{2\hbar}) \setminus \{0\}$, is not a classical symplectomorphism, since

\[ \{Q(t), P(t)\} = \sec^4(\hbar t) \neq 1. \]  

In accordance with (5.1.3) the quantum flow $\Phi_t$ transforms the Moyal product to the following product

\[ f \star_t g = f \exp \left( \frac{1}{2} i \hbar \overleftrightarrow{D_q D_p} - \frac{1}{2} i \hbar \overleftrightarrow{D_p D_q} \right) g, \]  

where $\overleftrightarrow{D}$ denotes the Moyal product.

where
\[
D_q = \sec^2(\hbar t) \left( 1 + 2ta(\hbar t)qp \right) \exp(2ta(\hbar t)qp) \partial_q \\
- 2t \sec^2(\hbar t)a(\hbar t)p^2 \exp(2ta(\hbar t)qp) \partial_p,
\]
\[
D_p = 2t \sec^2(\hbar t)a(\hbar t)q^2 \exp(-2ta(\hbar t)qp) \partial_q \\
+ \sec^2(\hbar t) \left( 1 - 2ta(\hbar t)qp \right) \exp(-2ta(\hbar t)qp) \partial_p,
\]
and \( a(x) = \frac{\tan(x)}{x \sec^4(x)} \). Moreover, the isomorphism \( S_t \) associated with \( \Phi_t \) and intertwining the Moyal product with the \( \star_t \)-product, up to the second order in \( \hbar \), takes the form
\[
S_t = \text{id} + \hbar^2 \left( \frac{1}{6} (3t^2 q^3 + 4t^3 q^4 p) \partial_q^3 + \frac{1}{6} (3t^2 p^3 - 4t^3 q^4 p) \partial_p^3 \\
+ \frac{1}{2} (-tp - t^2 q^2 p + 4t^3 q^3 p^3) \partial_q \partial_p + \frac{1}{2} (tp - t^2 q^2 p - 4t^3 q^3 p^3) \partial_p \partial_q \\
+ (2t^2 q^2 + 2t^3 q^3 p) \partial_q + (2t^2 p^2 - 2t^3 q^3 p) \partial_p + (-2t^2 q p) \partial_q \partial_p \right) + o(\hbar^4). \quad (5.2.18)
\]
Indeed, expanding relations (5.1.6) with respect to \( \hbar \) one can prove that \( S_t \) in the above form satisfies these relations up to \( o(\hbar^2) \).

From the fact that \( \Phi_t \) is a purely quantum trajectory, we deal with the quantum group multiplication (5.1.14) for \( \{ \Phi_t \} \) as well as the quantum action (5.1.9) of \( \Phi_t \) on observables and states. Indeed, expanding (5.2.13) with respect to \( \hbar \):
\[
Q(q, p, t; \hbar) = Q_C \left( 1 + \hbar^2 \left( t^2 + \frac{2}{3} t^3 q p \right) \right) + o(\hbar^4), \quad (5.2.19a)
\]
\[
P(q, p, t; \hbar) = P_C \left( 1 + \hbar^2 \left( t^2 - \frac{2}{3} t^3 q p \right) \right) + o(\hbar^4) \quad (5.2.19b)
\]
and applying isomorphism \( S_t \) (5.2.18), it can be calculated that the quantum composition law
\[
Q(t_1 + t_2) = S_{t_2} Q(t_1) \circ \Phi_{t_2} = S_{t_1} Q(t_2) \circ \Phi_{t_1}, \quad (5.2.20a)
\]
\[
P(t_1 + t_2) = S_{t_2} P(t_1) \circ \Phi_{t_2} = S_{t_1} P(t_2) \circ \Phi_{t_1} \quad (5.2.20b)
\]
holds up to \( o(\hbar^2) \). Note also, that the flow \( \Phi_t \) is not defined for all \( t \in \mathbb{R} \) but only on an interval \( (-\frac{\pi}{2\hbar}, \frac{\pi}{2\hbar}) \), contrary to classical flows which are always globally defined. This is an interesting result showing that in general the quantum time evolution do not have to be defined for all instances of time \( t \).
Chapter 6

Summary

In the thesis was developed an invariant quantization procedure of classical Hamiltonian mechanics. The main results include:

- use of deformation approach to quantization for developing an invariant description of quantum mechanics,

- construction of the two-parameter family of star-products on a cotangent bundle to a general Riemannian manifold, which reproduces most of the results received by different approaches to quantization found in the literature,

- construction of the operator representation of quantum mechanics for any coordinates on the configuration space and in a coordinate independent way, this includes generalization of the concept of ordering of operators of position and momentum,

- development of the theory of quantum trajectories on a phase space.

The presented theory is a promising starting point for a further development. Especially interesting would be to create a quantum analog of classical theories of integrable systems such as bi-Hamiltonian systems. The received geometrical approach to quantum mechanics, which includes coordinate transformations and quantum trajectories, gives a potential possibility of developing such theories. Some preliminary results were received in our papers [79, 86].

Another interesting development of the presented formalism would be an incorporation of spin degrees of freedom. Some results in this direction can be found in the literature [87, 88], where the authors use a Grassmann variant of classical mechanics.

The received theory allowed for quantizing systems defined on curved spaces. This can be used to introduce quantization of systems with constrains. Moreover, it is possible to formulate a relativistic version of the theory, which together with the possibility of quantizing systems on curved spaces allows for introducing quantum mechanics coupled with a classical gravitational field [89].

The theory of quantum trajectories can be used to investigate quantum geometry of a phase space. In particular, it might be possible to develop a version of non-commutative geometry in which quantum mechanics could be described. Moreover,
the phase space formalism of quantum theory may be adopted to describe a non-commutative quantum mechanics in which a non-commutativity of observables of position is introduced [90].

The presented formalism could also be used as a starting point in developing a theory of quantum fields in the language of deformation quantization [91].
Appendix

A Proof of Theorem 3.4.3

First let us endow $C^\infty(M)[\hbar]$ with a topology. The space $C^\infty(M)$ can be considered as a Fréchet space with a standard topology of uniform convergence on compact subsets in all derivatives. The space of formal power series $C^\infty(M)[\hbar]$ can be treated as the Cartesian product of countable family of copies of the spaces $C^\infty(M)$, i.e.

formal series $\sum_{k=0}^{\infty} \hbar^k f_k$ can be identified with sequences $(f_0, f_1, f_2, \ldots)$. We can hence endow the space $C^\infty(M)[\hbar]$ with the product topology.

We will prove Theorem 3.4.3 by directly constructing the morphism $S$. The proof will constitute with a series of lemmas.

**Lemma A.1.** Equations (3.4.25) are equivalent with the following equations

\[ S(x^\alpha \star_M f) = x^\alpha \star(x) Sf, \quad (A.1a) \]
\[ Sx^\alpha = x^\alpha, \quad (A.1b) \]
\[ Sf = S\bar{f}. \quad (A.1c) \]

**Proof.** Indeed, if the conditions (3.4.25) are fulfilled then trivially the conditions (A.1) are fulfilled. Assume now, that the conditions (A.1) are fulfilled. From (A.1) it follows that (3.4.25a) will be satisfied for every $f$ in the form of a $\star_M$-polynomial. For example when $f = x^\alpha \star_M x^\beta$ then

\[ S(f \star_M g) = S(x^\alpha \star_M x^\beta \star_M g) = x^\alpha \star(x) S(x^\beta \star_M g) = x^\alpha \star(x) x^\beta \star(x) Sg \]
\[ = Sx^\alpha \star(x) Sx^\beta \star(x) Sg = S(x^\alpha \star_M x^\beta) \star(x) Sg = Sf \star(x) Sg. \quad (A.2) \]

Every polynomial with coefficients from $\mathbb{C}[\hbar]$ can be written as a $\star_M$-polynomial. Since the space of polynomials is a dense subspace of $C^\infty(M)$ the space of polynomials with coefficients from $\mathbb{C}[\hbar]$ is dense in $C^\infty(M)[\hbar]$. The morphism $S$ as well as $\star_M$ and $\star(x)$-products are continuous as formal series of differential operators, hence (3.4.25a) will be satisfied for every $f \in C^\infty(M)[\hbar]$. \hfill \Box

The operator $x^\alpha \star_M^{(x)}$ takes the form

\[ x^\alpha \star_M^{(x)} = x^\alpha + \frac{1}{2} i \hbar \partial^x, \quad (A.3) \]
and the operator $x^{\alpha} \ast^{(x)}$ can be written in the form

$$x^{\alpha} \ast^{(x)} = x^{\alpha} + \frac{1}{2} i\hbar \partial^{\alpha} + \sum_{k=2}^{\infty} \left( \frac{i\hbar}{2} \right)^{k} A_{k}^{\alpha}, \quad (A.4)$$

where $\partial^{\alpha} = J^{\alpha \beta} \partial_{x^{\beta}}$ and $A_{k}^{\alpha} f = C_{k}(x^{\alpha}, f)$.

**Lemma A.2.** Let $S = \sum_{k=0}^{\infty} \hbar^{k} S_{k}$, where $S_{0} = \text{id}$. Then $S$ will satisfy (A.1) iff

$$[S_{2k}, x^{\alpha}] = \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^{l} A_{2l}^{\alpha} S_{2(k-l)}, \quad (A.5a)$$

$$[S_{2k}, \partial^{\alpha}] = \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^{l} A_{2l+1}^{\alpha} S_{2(k-l)}, \quad (A.5b)$$

and $S_{2k-1} = 0$ for $k = 1, 2, \ldots$.

**Proof.** Equation (A.1a) takes the form

$$\sum_{k=0}^{\infty} \hbar^{k} S_{k} x^{\alpha} + \sum_{k=0}^{\infty} \frac{1}{2} i\hbar^{k+1} S_{k} \partial^{\alpha} = \sum_{k=0}^{\infty} \hbar^{k} x^{\alpha} S_{k} + \sum_{k=0}^{\infty} \frac{1}{2} i\hbar^{k+1} \partial^{\alpha} S_{k}$$

$$+ \sum_{k=0}^{\infty} \sum_{l=2}^{\infty} \left( \frac{l}{2} \right)^{l} \hbar^{k+l} A_{l}^{\alpha} S_{k}. \quad (A.6)$$

Regrouping terms with even and odd $k$ and $l$ in the last term in the above equation we get

$$\sum_{k=0}^{\infty} \hbar^{k} [S_{k}, x^{\alpha}] + \frac{1}{2} i \sum_{k=0}^{\infty} \hbar^{k+1} [S_{k}, \partial^{\alpha}] = \sum_{n=0}^{\infty} \sum_{l=1}^{\infty} \hbar^{2n+2l} \left( -\frac{1}{4} \right)^{l} A_{2l}^{\alpha} S_{2n}$$

$$+ \sum_{n=0}^{\infty} \sum_{l=1}^{\infty} \hbar^{2n+2l+1} \left( -\frac{1}{4} \right)^{l} A_{2l+1}^{\alpha} S_{2n+1}$$

$$+ \frac{1}{2} \sum_{n=0}^{\infty} \sum_{l=1}^{\infty} \hbar^{2n+2l+2} \left( -\frac{1}{4} \right)^{l} A_{2l+1}^{\alpha} S_{2n+1}. \quad (A.7)$$

Regrouping terms with even and odd $k$ in the left hand side of the above formula and replacing the summation over $n$ and $l$ by a summation over $k = n + l$ and $l$ we
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\[
\sum_{k=0}^{\infty} \hbar^{2k} [S_{2k}, x^\alpha] + \sum_{k=0}^{\infty} \hbar^{2k+1} [S_{2k+1}, x^\alpha] + \frac{1}{2} l \sum_{k=0}^{\infty} \hbar^{2k+1} [S_{2k}, \partial^\alpha] + \sum_{k=0}^{\infty} \hbar^{2k+2} [S_{2k+1}, \partial^\alpha] = \sum_{k=1}^{\infty} \hbar^{2k} \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A_{2l}^\alpha S_{2(k-l)} + \frac{1}{2} l \sum_{k=1}^{\infty} \hbar^{2k+1} \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A_{2l+1}^\alpha S_{2(k-l)} + \frac{1}{2} l \sum_{k=1}^{\infty} \hbar^{2k+2} \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A_{2l+2}^\alpha S_{2(k-l)} + 1. \tag{A.8}
\]

Comparing terms with the same order in \( \hbar \) and using (A.1c) we get the following recursive equations for \( S_k \)

\[
[S_{2k}, x^\alpha] = \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A_{2l}^\alpha S_{2(k-l)}, \tag{A.9a}
\]

\[
[S_{2k}, \partial^\alpha] = \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A_{2l+1}^\alpha S_{2(k-l)}, \tag{A.9b}
\]

and

\[
[S_1, x^\alpha] = 0, \tag{A.10a}
\]

\[
[S_1, \partial^\alpha] = 0 \tag{A.10b}
\]

\[
[S_{2k+1}, x^\alpha] = \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A_{2l}^\alpha S_{2(k-l)+1}, \tag{A.10c}
\]

\[
[S_{2k+1}, \partial^\alpha] = \sum_{l=1}^{k} \left( -\frac{1}{4} \right)^l A_{2l+1}^\alpha S_{2(k-l)+1}, \tag{A.10d}
\]

for \( k = 1, 2, \ldots \). From (A.10a) and (A.10b) we get that \( S_1 = \text{const} \), and by virtue of (A.1b) this implies that \( S_1 = 0 \). Thus, from (A.10c) and (A.10d), we get that \( S_{2k+1} = 0, k = 1, 2, \ldots \).

To prove Theorem 3.4.3 we have to prove that (A.5) have a solution. Before doing this let us prove the following lemmas.

Lemma A.3. A system of equations

\[
[B, x^\alpha] = F^\alpha, \quad \alpha = 1, 2, \ldots, 2N, \tag{A.11a}
\]

\[
[B, \partial^\alpha] = G^\alpha, \quad \alpha = 1, 2, \ldots, 2N, \tag{A.11b}
\]
where $F^\alpha = \sum_{n \geq 0} f^\alpha_{\mu_1 \ldots \mu_n}(x) \partial^{\mu_1} \ldots \partial^{\mu_n}$ and $G^\alpha = \sum_{n \geq 0} g^\alpha_{\mu_1 \ldots \mu_n}(x) \partial^{\mu_1} \ldots \partial^{\mu_n}$ are some differential operators, have a solution $B$ iff

$$
[f^\alpha, x^\beta] = [f^\beta, x^\alpha], \quad (A.12a)
$$
$$
[f^\alpha, \partial^\beta] = [g^\beta, x^\alpha], \quad (A.12b)
$$
$$
[g^\alpha, \partial^\beta] = [g^\beta, \partial^\alpha] \quad (A.12c)
$$

for all $\alpha, \beta = 1, 2, \ldots, 2N$.

**Proof.** First let us assume that (A.11) have a solution. From Jacobi’s identity we have that

$$
[[B, x^\alpha], \partial^\beta] + [[x^\alpha, \partial^\beta], B] + [[\partial^\beta, B], x^\alpha] = 0, \quad (A.13)
$$

from which follows that

$$
[[B, x^\alpha], \partial^\beta] = [[B, \partial^\beta], x^\alpha]. \quad (A.14)
$$

Using (A.11) from this we receive (A.12b). Equations (A.12a) and (A.12c) can be received analogically.

Now, let us assume that (A.12a) is satisfied. From the form of $F^\alpha$ it can be easily seen that (A.11a) for $\alpha = 1$ have a solution. Assume that for some $\gamma \geq 1$ (A.11a) have a solution for all $\alpha \leq \gamma$. This solution is not unique but there exists a family of solutions such that if $B$ and $B'$ are solutions of (A.11a) for all $\alpha \leq \gamma$ then there exists an operator $H^{(\gamma)}$ such that $B' = B + H^{(\gamma)}$ and $[H^{(\gamma)}, x^\alpha] = 0$ for all $\alpha = 1, 2, \ldots, \gamma$. From (A.12a) and (A.11a) we have that

$$
[[B, x^\alpha], x^{\gamma+1}] = [F^{\gamma+1}, x^\alpha], \quad \alpha = 1, 2, \ldots, \gamma. \quad (A.15)
$$

Using Jacobi’s identity the above equation takes the form

$$
[[B, x^{\gamma+1}], x^\alpha] = [F^{\gamma+1}, x^\alpha], \quad \alpha = 1, 2, \ldots, \gamma. \quad (A.16)
$$

From this follows that

$$
[B, x^{\gamma+1}] = F^{\gamma+1} + H^{(\gamma)}, \quad \alpha = 1, 2, \ldots, \gamma \quad (A.17)
$$

for some operator $H^{(\gamma)}$ such that $[H^{(\gamma)}, x^\alpha] = 0$ for all $\alpha = 1, 2, \ldots, \gamma$. From the freedom of the solution $B$ there exists $B$ for which $H^{(\gamma)} = 0$. Hence for all $\alpha \leq \gamma + 1$ (A.11a) have a solution. Thus we inductively proved that (A.11a) have a solution for all $\alpha = 1, 2, \ldots, 2N$.

Now, let us assume that (A.12) is satisfied. As was shown above (A.11a) have a solution. This solution is not unique but there exists a family of solutions such that if $B$ and $B'$ are solutions of (A.11a) then there exists an operator $H$ such that $B' = B + H$ and $[H, x^\alpha] = 0$ for all $\alpha = 1, 2, \ldots, 2N$. From (A.12b) and (A.11a) we have that

$$
[[B, x^\alpha], \partial^1] = [G^1, x^\alpha], \quad \alpha = 1, 2, \ldots, 2N. \quad (A.18)
$$

Using Jacobi’s identity the above equation takes the form

$$
[[B, \partial^1], x^\alpha] = [G^1, x^\alpha], \quad \alpha = 1, 2, \ldots, 2N. \quad (A.19)
$$
From this follows that

$$[B, \partial^1] = G^1 + H^{(1)}, \quad (A.20)$$

for some operator $H^{(1)}$ such that $[H^{(1)}, x^\alpha] = 0$ for all $\alpha = 1, 2, \ldots, 2N$. From the freedom of the solution $B$ there exists $B$ for which $H^{(1)} = 0$. Hence we have shown that there exists a solution to the system of equations

$$[B, x^\alpha] = F^\alpha, \quad \alpha = 1, 2, \ldots, 2N, \quad (A.21a)$$
$$[B, \partial^1] = G^1. \quad (A.21b)$$

This solution is specified up to an operator $H$ such that $[H, x^\alpha] = 0$ for all $\alpha = 1, 2, \ldots, 2N$ and $[H, \partial^1] = 0$. Assume now that for $\gamma \geq 1$ there exists a solution $B$ to the system of equations

$$[B, x^\alpha] = F^\alpha, \quad \alpha = 1, 2, \ldots, 2N, \quad (A.22a)$$
$$[B, \partial^\beta] = G^\beta, \quad \beta = 1, 2, \ldots, \gamma, \quad (A.22b)$$

specified up to an operator $H$ such that $[H, x^\alpha] = 0$ ($\alpha = 1, 2, \ldots, 2N$) and $[H, \partial^\beta] = 0$ ($\beta = 1, 2, \ldots, \gamma$). From (A.12b) and (A.11a) we have that

$$[[B, x^\alpha], \partial^{\gamma+1}] = [G^{\gamma+1}, x^\alpha], \quad \alpha = 1, 2, \ldots, 2N. \quad (A.23)$$

Using Jacobi’s identity the above equation takes the form

$$[[B, \partial^{\gamma+1}], x^\alpha] = [G^{\gamma+1}, x^\alpha], \quad \alpha = 1, 2, \ldots, 2N. \quad (A.24)$$

From this follows that

$$[B, \partial^{\gamma+1}] = G^{\gamma+1} + H^{(\gamma)}, \quad (A.25)$$

for some operator $H^{(\gamma)}$ such that $[H^{(\gamma)}, x^\alpha] = 0$ for all $\alpha = 1, 2, \ldots, 2N$. Moreover, $H^{(\gamma)}$ satisfies: $[H^{(\gamma)}, \partial^\beta] = 0$ for all $\beta = 1, 2, \ldots, \gamma$. Indeed,

$$[[B, \partial^{\gamma+1}], \partial^\beta] = [G^{\gamma+1}, \partial^\beta] + [H^{(\gamma)}, \partial^\beta], \quad \beta = 1, 2, \ldots, \gamma, \quad (A.26)$$

from which follows, by virtue of Jacobi’s identity and (A.12c), that

$$[[B, \partial^\beta], \partial^{\gamma+1}] = [G^\beta, \partial^{\gamma+1}] + [H^{(\gamma)}, \partial^\beta], \quad \beta = 1, 2, \ldots, \gamma. \quad (A.27)$$

Since $B$ satisfies (A.22b) we receive that

$$[H^{(\gamma)}, \partial^\beta] = 0, \quad \beta = 1, 2, \ldots, \gamma. \quad (A.28)$$

From the freedom of the solution $B$ there exists $B$ for which $H^{(\gamma)} = 0$. Hence (A.22) have a solution for $\beta \leq \gamma + 1$. Thus we inductively proved that (A.11) have a solution for all $\alpha = 1, 2, \ldots, 2N$. \(\square\)

From Lemma A.3 we get:
Lemma A.4. The system of equations (A.5) for \( k = 1, 2, \ldots \) have a solution iff

\[
\sum_{l=0}^{k} [A_{2l}^\alpha A_{2(k-l)}^\beta] = 0, \quad (A.29a)
\]

\[
\sum_{l=0}^{k} [A_{2l+1}^\alpha A_{2(k-l)}^\beta] = 0, \quad (A.29b)
\]

\[
\sum_{l=0}^{k} [A_{2l+1}^\alpha A_{2(k-l)+1}^\beta] = 0, \quad (A.29c)
\]

for all \( \alpha, \beta = 1, 2, \ldots, 2N \).

Proof. We will prove the lemma by induction. Directly from Lemma A.3 follows that for \( k = 1 \) the assumption of the lemma is true. Assume that for \( k = 1, 2, \ldots, K \) where \( K \geq 1 \) the assumption of the lemma holds. From Lemma A.3 the system of equations (A.5) for \( k = K + 1 \) have a solution iff

\[
\begin{align*}
\left[ \sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l A_{2l}^\alpha S_{2(K+1-l)}, A_0^\beta \right] &= \left[ \sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l A_{2l}^\beta S_{2(K+1-l)}, A_0^\alpha \right], \quad (A.30a) \\
\left[ \sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l A_{2l+1}^\alpha S_{2(K-l)}, A_1^\beta \right] &= \left[ \sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l A_{2l+1}^\beta S_{2(K-l)}, A_1^\alpha \right], \quad (A.30b) \\
\left[ \sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l A_{2l+1}^\alpha S_{2(K-l)+1}, A_1^\beta \right] &= \left[ \sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l A_{2l+1}^\beta S_{2(K-l)+1}, A_1^\alpha \right]. \quad (A.30c)
\end{align*}
\]

Equation (A.30a), by virtue of the Leibniz’s rule, is equivalent with the following equation

\[
\sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l [A_{2l}^\alpha A_0^\beta] S_{2(K+1-l)} + \sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l A_{2l}^\alpha S_{2(K+1-l)}, A_0^\beta = \\
= \sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l [A_{2l}^\beta A_0^\alpha] S_{2(K+1-l)} + \sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l A_{2l}^\beta S_{2(K+1-l)}, A_0^\alpha]. \quad (A.31)
\]

Using (A.5a) we have that

\[
\sum_{l=1}^{K+1} \left( -\frac{1}{4} \right)^l A_{2l}^\alpha [S_{2(K+1-l)}, A_0^\beta] = \sum_{l=1}^{K+1} \sum_{r=1}^{K+1-l} \left( -\frac{1}{4} \right)^{l+r} A_{2l}^\alpha A_{2r}^\beta S_{2(K+1-l-r)}\\
= \sum_{n=2}^{K+1} \sum_{r=1}^{n-1} \left( -\frac{1}{4} \right)^n A_{2(n-r)}^\alpha A_{2r}^\beta S_{2(K+1-n)}]. \quad (A.32)
\]

Using (A.32) and (A.29a) for \( k = 1 \), (A.31) can be rewritten in the form

\[
\sum_{l=2}^{K+1} \left( -\frac{1}{4} \right)^l \left( [A_0^\beta, A_{2l}^\alpha] + \sum_{r=1}^{l-1} [A_{2r}^\beta, A_{2(l-r)}^\alpha] + [A_{2l}^\beta, A_0^\alpha] \right) S_{2(K+1-l)} = 0, \quad (A.33)
\]
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which in turn can be written as

\[
\sum_{l=2}^{K+1} \left( -\frac{1}{4} \right)^l \sum_{r=0}^{l} [A^\beta_{2r}, A^\alpha_{2(l-r)}] S_2(K+1-l) = 0. \tag{A.34}
\]

Using the inductive assumption the above equation reduces to

\[
\sum_{r=0}^{K+1} [A^\beta_{2r}, A^\alpha_{2(K+1-r)}] = 0, \tag{A.35}
\]

which proves that (A.30a) is equivalent with (A.29a) for \( k = K + 1 \). Analogically we prove that (A.30b) and (A.30c) are equivalent with (A.29b) and (A.29c). This ends the induction. \( \square \)

Now we are ready to prove Theorem 3.4.3.

Proof of Theorem 3.4.3. We have to show that the system of equations (A.5) have a solution. From Lemma A.4 it is enough to show that (A.29) holds. From (3.1.5) we get

\[
\sum_{l=0}^{2k} A^\alpha_l (A^\beta_{2k-l}, f) = \sum_{l=0}^{2k} C_l(x^\alpha, C_{2k-l}(x^\beta, f)) = \sum_{l=0}^{2k} C_l(C_{2k-l}(x^\alpha, x^\beta), f)
\]

\[
= \sum_{l=0}^{k} C_{2l}(C_{2(k-l)}(x^\alpha, x^\beta), f) + \sum_{l=0}^{k-1} C_{2l+1}(C_{2(k-l)-1}(x^\alpha, x^\beta), f). \tag{A.36}
\]

The second term in the last equality in (A.36) vanishes because of the classical and quantum canonicity condition (Theorem 3.3.1). Hence, with the use of property (i) on page 22 equation (A.36) reduces to

\[
\sum_{l=0}^{2k} A^\alpha_l (A^\beta_{2k-l}, f) = \sum_{l=0}^{k} C_{2l}(C_{2(k-l)}(x^\alpha, x^\beta), f) = \sum_{l=0}^{k} C_{2l}(C_{2l} x^\alpha, x^\beta), f)
\]

\[
= \sum_{l=0}^{2k} A^\beta_{2k-l}(A^\alpha_l f). \tag{A.37}
\]

Thus we get that

\[
\sum_{l=0}^{2k} [A^\alpha_l, A^\beta_{2k-l}] = 0. \tag{A.38}
\]

Analogically we get that

\[
\sum_{l=0}^{2k+1} [A^\alpha_l, A^\beta_{2k-l+1}] = 0. \tag{A.39}
\]

On the other hand from (3.1.5) we have that

\[
\sum_{l=0}^{k} C_l(C_{k-l}(x^\beta, f), x^\alpha) = \sum_{l=0}^{k} C_l(x^\beta, C_{k-l}(f, x^\alpha)), \tag{A.40}
\]
which can be rewritten in the form
\[
\sum_{l=0}^{k} (-1)^l A_l^\alpha (A_{k-l}^\beta f) = \sum_{l=0}^{k} (-1)^{k-l} A_l^\beta (A_{k-l}^\alpha f) = \sum_{l=0}^{k} (-1)^l A_{k-l}^\alpha f. \tag{A.41}
\]

Thus we get that
\[
\sum_{l=0}^{2k} (-1)^l [A_l^\alpha, A_{2k-l}^\beta] = 0, \tag{A.42a}
\]
\[
\sum_{l=0}^{2k+1} (-1)^l [A_l^\alpha, A_{2k-l+1}^\beta] = 0. \tag{A.42b}
\]

By adding (A.38) to (A.42a) we receive (A.29a) and by subtracting them we get (A.29c). By adding or subtracting (A.39) to (A.42b) we receive (A.29b).

\section*{B Proof of Theorem 3.4.4}
From (3.4.61) and (3.4.64a) we get that
\[
A_2^\alpha = \frac{1}{2} \omega^\mu_{1\nu_1} \omega^\nu_2 \Gamma^\alpha_{\mu_1\mu_2} (\partial_{\nu_1} \partial_{\nu_2} - \tilde{\Gamma}_{\nu_1\nu_2}^{\beta} \partial_{\beta}) = \frac{1}{2} \tilde{\Gamma}^\alpha_{\mu_1\mu_2} \partial_{\mu_1} \partial_{\mu_2} - \frac{1}{2} \omega^\mu_{1\nu_1} \tilde{\Gamma}^\nu_{\mu_1\mu_2} \tilde{\Gamma}^{\nu_2}_{\nu_1\nu_2} \partial_{\nu_2}. \tag{B.1}
\]

On the other hand
\[
[S_2, x^\alpha] = -\frac{1}{24} \omega^\beta \Gamma^\delta_{\beta\gamma} \partial^\delta \partial^\gamma - \frac{1}{24} \omega^\beta \Gamma^\delta_{\beta\gamma} \partial^\delta \partial^\gamma - \frac{1}{24} \omega^\gamma \Gamma^\beta_{\delta\gamma} \partial^\beta \partial^\gamma + \frac{1}{16} \omega^\gamma \Gamma^\beta_{\delta\gamma} \partial^\beta \partial^\gamma
\]
\[
= \frac{1}{8} \Gamma^\alpha_{\beta\gamma} \partial^\beta \partial^\gamma + \frac{1}{8} \omega^\gamma \Gamma^\beta_{\nu\gamma} \partial^\beta \partial^\gamma, \tag{B.2}
\]
which proves (3.60a). From (3.61) we can calculate that
\[
A_3^\alpha = \frac{1}{6} \omega^\mu_{1\nu_1} \omega^\nu_2 \omega^\nu_3 \omega^{\mu_2 \nu_3} (\tilde{\nabla} \tilde{\nabla} \tilde{\nabla} x^\alpha)_{\mu_1 \mu_2 \mu_3} (\partial_{\nu_1} \partial_{\nu_2} \partial_{\nu_3} - \tilde{\Gamma}_{\nu_1\nu_2\nu_3} \partial_{\nu_1} \partial_{\nu_2} \partial_{\nu_3} - \tilde{\Gamma}_{\nu_1\nu_2\nu_3} \partial_{\nu_1} \partial_{\nu_2} \partial_{\nu_3})
\]
\[
- \tilde{\Gamma}_{\nu_1\nu_2\nu_3} \partial_{\nu_1} \partial_{\nu_2} \partial_{\nu_3} + (\tilde{\nabla} \tilde{\nabla} \tilde{\nabla} x^\beta)_{\nu_1\nu_2\nu_3} \partial_{\beta}). \tag{B.3}
\]
The above equation can be rewritten in a different form. To do this first let us prove that
\[
\omega^\mu_{1\nu_1} (\tilde{\nabla} \tilde{\nabla} \tilde{\nabla} x^\alpha)_{\mu_1 \mu_2 \mu_3} = \omega^\alpha_{\mu_1} \tilde{\Gamma}^{\nu_1}_{\mu_2 \mu_3, \mu_1} + \omega^\alpha_{\mu_1} \tilde{R}^{\nu_1}_{\mu_2 \mu_3 \mu_1}, \tag{B.4a}
\]
\[
\omega^\mu_{2\nu_2} (\tilde{\nabla} \tilde{\nabla} \tilde{\nabla} x^\alpha)_{\mu_1 \mu_2 \mu_3} = \omega^\alpha_{\mu_2} \tilde{\Gamma}^{\nu_2}_{\mu_1 \mu_3, \mu_2} + \omega^\alpha_{\mu_2} \tilde{R}^{\nu_2}_{\mu_1 \mu_3 \mu_2}. \tag{B.4b}
\]

Indeed, with the help of (3.4.64) we can calculate that
\[
\omega^\mu_{1\nu_1} (\tilde{\nabla} \tilde{\nabla} \tilde{\nabla} x^\alpha)_{\mu_1 \mu_2 \mu_3} = \omega^\mu_{1\nu_1} (-\tilde{\Gamma}^{\alpha}_{\mu_2 \mu_3, \mu_1} + \tilde{\Gamma}^{\alpha}_{\mu_1 \mu_3, \mu_2} + \tilde{\Gamma}^{\alpha}_{\mu_2 \mu_3, \mu_1} + \tilde{\Gamma}^{\alpha}_{\mu_1 \mu_3, \mu_2})
\]
\[
= \omega^\mu_{1\nu_1} (-\tilde{\Gamma}^{\alpha}_{\mu_2 \mu_3, \mu_1} + \tilde{\Gamma}^{\alpha}_{\mu_2 \mu_3, \mu_1} + \tilde{\Gamma}^{\alpha}_{\mu_1 \mu_3, \mu_2} + \tilde{\Gamma}^{\alpha}_{\mu_1 \mu_3, \mu_2})
\]
\[
= \omega^\mu_{1\nu_1} (\tilde{R}^{\nu_1}_{\mu_2 \mu_3, \mu_1} + \tilde{\Gamma}^{\alpha}_{\mu_1 \mu_3, \mu_2} + \tilde{\Gamma}^{\alpha}_{\mu_2 \mu_3, \mu_1} + \tilde{\Gamma}^{\alpha}_{\mu_1 \mu_3, \mu_2}). \tag{B.5}
\]
and that
\[
\omega^{\mu_1 \beta} \tilde{\Gamma}_{\mu_1 \mu_3}^\gamma \tilde{\Gamma}_\gamma^\alpha = \omega^{\mu_1 \beta} \delta_\gamma^\alpha \tilde{\Gamma}_{\mu_1 \mu_3}^\gamma \tilde{\Gamma}_\gamma^\alpha = \omega^{\mu_1 \beta} \omega^{\alpha \delta} \omega_{\delta \gamma} \tilde{\Gamma}_{\mu_1 \mu_3}^\gamma \tilde{\Gamma}_\gamma^\alpha = \omega^{\mu_1 \beta} \omega^{\alpha \delta} \omega_{\beta \gamma} \tilde{\Gamma}_{\mu_1 \mu_3}^\gamma \tilde{\Gamma}_\gamma^\alpha = \omega^{\mu_1 \beta} \omega^{\alpha \delta} \omega_{\beta \gamma} \tilde{\Gamma}_{\mu_1 \mu_3}^\gamma \tilde{\Gamma}_\gamma^\alpha = \delta_\gamma^\alpha \tilde{\Gamma}_{\mu_1 \mu_3}^\gamma \tilde{\Gamma}_\gamma^\alpha,
\]
(B.6)
from which follows (B.4a). (B.4b) can be proved analogically. Hence using (3.4.64a), (B.4) and the condition
\[
\omega^{\mu_1 \nu_1} \cdots \omega^{\mu_k \nu_k} (\tilde{\nabla} \cdots \tilde{\nabla} x^\alpha)_{\mu_1 \cdots \mu_k} (\tilde{\nabla} \cdots \tilde{\nabla} x^\beta)_{\nu_1 \cdots \nu_k} = 0, \quad k = 3, 5, \ldots
\]
(B.7)
following from the quantum canonicity condition (3.3.5b) of the coordinate system \((x^1, \ldots, x^{2N})\) we get
\[
A_3^\alpha = \frac{1}{6} \omega^{\alpha \mu_1} \left( \tilde{\Gamma}_{\mu_2 \mu_3}^{\nu_1, \mu_1} + \tilde{R}_{\mu_2 \mu_3}^{\nu_1, \mu_1} \right) \partial_{\nu_1} \partial_{\mu_2} \partial_{\mu_3}
+ \frac{1}{2} \omega^{\alpha \mu_1} \left( \tilde{\Gamma}_{\mu_2 \mu_3}^{\nu_1, \mu_1} + \frac{1}{3} \tilde{R}_{\mu_2 \mu_3}^{\nu_1, \mu_1} + \frac{2}{3} \tilde{R}_{\mu_3 \mu_2}^{\nu_1, \mu_1} \right) \tilde{\Gamma}_{\nu_1 \nu_2}^{\mu_2} \partial_{\mu_3} \partial_{\nu_2}.
\]
(B.8)
On the other hand
\[
[S_2, \partial^\alpha] = -\frac{1}{24} \omega^{\alpha \beta \gamma} \tilde{\Gamma}_{\beta \gamma}^\lambda \partial_{\lambda} \partial^\beta \partial^\gamma - \frac{1}{8} \omega^{\alpha \beta \gamma} \tilde{\Gamma}_{\mu \nu}^\gamma \partial^\mu \partial^\nu \partial^\beta,
\]
(B.9)
which shows that \(S_2\) in the form (3.4.62) will satisfy (3.4.60b) since from the flatness assumption \(\tilde{R}_{\beta \gamma}^\delta = 0\).
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komputerowego jest zgodny z egzemplarzem rozprawy doktorskiej w formie elektro-
nicznej.
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