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Introduction

Universities have undergone profound changes in the last decades. A shift towards more accountability and to “new public management” practices in the administration of universities took place and led to an increase of the share of project funds in some countries and to the introduction of performance-based funding systems (PRFSs) in others (see, e.g., Hicks, 2012; Lepori, Reale & Spinello, 2018). In all countries, research evaluation’s importance increases. However, while research evaluation is centralized in some countries, evaluation is organized at the institutional level only in others. Thus, the importance of research evaluation and how it is organised varies across countries. Several typologies have been suggested to get an overview of research evaluation systems (Coryn et al., 2007; Geuna & Martin, 2001; 2003; Hicks, 2010; 2012; Lepori, Reale & Spinello, 2018; von Tunzelmann & Mbula, 2003). Nonetheless, they all have some weaknesses. First, they only cover a restricted amount of countries, usually those for which information is publicly available in English. Second, they do not reflect whether such systems allow for adaptations of evaluation methods on the discipline level, i.e. no use of metrics in the social sciences and humanities (SSH); third, they often focus on mostly on financial impacts of the evaluation or focus exclusively on performance-based funding systems.

In this paper, we present a typology of national research evaluation systems in Europe, Israel and South Africa that sheds light on the complex issue of national differences in the organisation of research evaluation.

Data and Method

We use the data of a two-round Delphi survey among specialists in research evaluation as a basis of our analysis. The data was gathered in the context of the COST-Action 15137 “European Network for Research Evaluation in the Social Sciences and Humanities (ENRESSH)”. The design of the analysis consists of five steps. First, a preliminary set of dimensions to classify research evaluation systems based on the existing typologies (Coryn et
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1 This article is based upon work from COST Action ENRESSH (CA15137), supported by COST (European Cooperation in Science and Technology) http://www.cost.eu/
was developed and expanded by additional dimensions by members of the Steering Group of the Action. In a second step, a survey based on these dimensions was developed and fielded among the 60 Management Committee members of the Action before the kick-off meeting in March/April 2016. This first round of the Delphi survey aimed at finding out whether the expanded dimensions are formulated in a meaningful way and whether additional aspects should be added to characterize the broad range of countries included in the study (see Galleron, Ochsner, Spaapen & Williams, 2017). In a third step, the results from the survey were used to adapt the formulation and selection of dimensions and aspects of research evaluation systems and to develop the questionnaire for the second Delphi round. The second round of the survey was fielded among all members of the COST-Action that grew to 132 members from 38 countries between May 2017 and July 2017.

The surveys were fielded among all members of the COST-Action ENRESSH, who are all specialists in research evaluation. The first survey was fielded just before the start of the Action, the second in the second year. We aimed at multiple answers from the countries for several reasons: first, the research evaluation systems are not clearly defined and it was the aim of our surveys to find better adapted dimensions and aspects for such systems. Therefore, we were interested in whether representatives of the countries agreed on the single dimensions. Second, research evaluation systems are very complex and difficult to understand (Hicks, 2012, Lepori et al, 2018); having an opinion of more than one person helps in gauging the results.

For the classification of national evaluation systems, we used Multiple Correspondence Analysis (MCA, see, e.g., Greenacre, 2007) as implemented in Stata 14.2, using Burt matrices as input. From the results, we plot the countries and variables in a two-dimensional map. We then construct types of national research evaluation systems from the map. These types are of course not homogeneous as each country has its own way of evaluating research. Rather, the types should be understood as “ideal types” in the Weberian sense (Weber 1904/1949), i.e. types are formed by certain characteristics of the phenomena of interest but are not corresponding to all characteristics, thus they are not real but abstract representations of the phenomena. Ideal types serve to map, systematize and simplify complex phenomena. Real representations, in our case evaluation systems, can then be classified and described using the characteristics of the ideal types.

**Survey Response and Variables**

The first round of the survey reached a high response rate: 43 respondents from 25 countries filled in the questionnaire, which corresponds to 72% on the individual and 79% on the country level. For ten countries, more than one answer is available. The main result was that the existing dimensions do not reflect all necessary dimensions and aspects of research evaluation systems: First, there was much disagreement within countries on the same dimension pointing to the fact that the dimension needs adjustment; second, the open comment fields were extensively used. Clearly, this is at least partly due to a more heterogeneous selection of countries than in the previous studies (for a more comprehensive analysis of the first survey round, see Galleron et al., 2017). Besides changes of formulation and additions of aspects to dimensions, the main change of the questionnaire was a split into three main topics, consisting of similar dimensions (if applicable): institutional evaluation, career promotion and grant evaluation. Even though the survey was explicitly only on the first topic, the comments made it clear that in many cases, respondents answered taking into account that there is also an important impact of the national career promotion system or they considered also grant evaluation. The expansion to three topics...
led to a significant increase of the length of the questionnaire but also increased the clarity for the respondents.

The second round of the survey was answered by 72 respondents from 33 countries, which corresponds to a high response rate of 55% on the individual and 87% on the country level. For 17 countries, more than one answer is available. The results show that the dimensions and aspects were clearer. However, we had to exclude Belgium from our analysis as the different regions of Belgium differ significantly regarding evaluation. Nevertheless, the Belgian experts tried to answer for Belgium as a whole, which led to non-classifiable results. This leaves us with 68 respondents from 32 countries. The countries in our analysis are: Austria, Bosnia Herzegovina, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hungary, Iceland, Ireland, Israel, Italy, Latvia, Lithuania, Macedonia, Malta, Montenegro, the Netherlands, Norway, Poland, Portugal, Romania, Serbia, Slovakia, Slovenia, South Africa, Spain and Switzerland. Due to space restrictions, we do not list the set of dimensions and aspects of the questionnaire but limit the description to the variables used for the classification. For the analysis, we used dummy-coded variables from different sets of variables from the questionnaire. The variables cover a) the existence of a comprehensive national publication database, b) whether evaluation is linked to funding (PRFS component), c) whether metrics take an important part in evaluation d) whether there is an SSH discipline-specific evaluation, e) whether there is a push to English publications, f) whether gender issues are addressed in evaluations (i.e. maternity/paternity leave, longer time periods to achieve standards for parents, etc.), g) the existence of a national career promotion institution or procedure and h) whether there are specific grant programs dedicated to the SSH.

We used the following decision rules for the dummy coding: For each respondent, the occurrence of the aspect was coded as 1 if the answer included the aspect (e.g. if the respondent checked the answer “Both performance-based funding and formative evaluation are implemented but separate from each other”, the variable funding was coded to 1). The country was attributed a 1 if the majority of the respondents from a country scored a 1 on the variable.

**Classification**

Figure 1 shows the map of the Multiple Correspondence Analysis. The two dimensions explain 34% of the total inertia, which is acceptable given the high number of variables and countries. For the interpretation of the map, we first focus on the position of the variables (other symbols than full circles). While we are more interested in the space as such, the dimensions nevertheless reveal interesting information: The first dimension represents the metric component of evaluation: whether a national publication database exists, whether the principal method for evaluation uses metrics, whether funding is attached to evaluation. The second dimension is related to whether a system allows for adaptations to SSH research practices. Note that the more an item is placed towards the middle of the graph (around the origin), the closer it is to the means of the variables. Thus, such items do not add to the definition of the dimensions. It is notable that both ends of the variable Gender/NoGender are situated at the origin. This means that the dimensions do not really differ regarding the reflection of gender issues. Gender defines
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2 Multiple Correspondence Analyses underestimate the explained inertia systematically because they calculate the explained inertia from the whole matrix while only the explained inertia from the off-diagonal is of interest. Greenacre (2007) thus suggests using another, iterative algorithm, the so-called Joint Correspondence Analysis (JCA) that explains total variance more precisely but comes with other problems (e.g. the inertia explained does only make sense for all dimensions combined but not for single dimensions). As we are not interested in the amount of the explained inertia but rather in the placement of countries and variables in two-dimensional space to create a typology, we use the Burt matrix method. A JCA with the same data would yield a solution that explains 59% of total inertia. The visual representations do not differ substantially.
the third dimension of the MCA, adding another 10% of explained inertia. Due to restrictions of space, we do not include this third dimension in our typology as it consists only of one variable and the graphical display becomes less readable. However, it is a very notable result that the inclusion of gender issues in evaluation systems are not linked to the other characteristics of the evaluation system but builds the third dimension.

Figure 1. Map of Multiple Correspondence Analysis of national research evaluation systems.

Notes. Full circles represent countries, all other symbols represent dummy variables of characteristics of research evaluation systems. English/NoEnglish: system incentivises (or not) English language publications; (No)Funding: evaluation results affect funding; (No)GrantSSH: SSH-specific grant programmes; (No)InstGender: evaluation procedures reflect gender issues; (No)Metrics: main method of evaluation are metrics; (No)NatCareer: national career promotion procedure; (No)NatDB: national publication database; (No)SSHspec: SSH-specific institutional evaluation procedures.

Changing the focus to the placement of the countries in this two-dimensional space, we suggest 5 types of research evaluation systems, mainly linked to the quadrants but separating two types in the lower left quadrant. The first type, “non-metric, non-SSH” stands for national evaluation systems that do not have a national publication database, are not based on metrics, are not linked to funding and do not have SSH-specific procedures. Countries in that type include Cyprus (CY), France (FR), Iceland (IS), Macedonia (MK), Malta (MT), Montenegro (ME), Portugal (PT) and Spain (ES). The most representative country of this type is Iceland. All other countries deviate on one or two variables (the Southern European countries, for example, link funding to evaluation results). The second type, “non-metric, SSH-specific” consists of evaluation systems that do not have a national database, do not use metrics as a primary evaluation method, do not incentivise publications in English and have dedicated funding programs for SSH research. Countries in that type are Austria (AT), Germany (DE), Ireland (IE), the Netherlands (NL),
Serbia (RS) and Switzerland (CH). The prototype of such an evaluation system is Switzerland. The third type, “funding, non-metric” consists of evaluation systems using a national publication database, linking funding to evaluation results but the primary method of evaluation is peer review and the evaluation procedures are SSH-specific. Countries associated with this type are Lithuania (LT), Norway (NO) and South Africa (ZA). The main representative of this type is Norway. The fourth type “funding, metric” is characterized by using a national publication database, using metrics as a primary method for evaluation and linking evaluation results to funding while allowing for SSH-specific evaluation procedures and not incentivising publications in English. Countries in this type include Croatia (HR), Czech Republic (CZ), Denmark (DK), Finland (FI) and Poland (PL). Denmark represents this type best. Finally, the fifth cluster, “metric, English”, stands for evaluation systems that have a national database in place, use metrics as a primary method of evaluation, link funding to evaluation results, do not allow for SSH-specific adaptations and incentivise English publications. Countries associated with this type include Bosnia Herzegovina (BA), Estonia (EE), Hungary (HU), Slovenia (SI) and Slovakia (SK). Estonia best represents this type.

Discussion and conclusions

Systematic research evaluation has become more and more important at universities. Some countries developed centralized national evaluation systems (see, e.g., Hicks, 2012), other countries actively refrained from centralizing and standardizing research evaluation but leave evaluation to institutions to best support their specific missions (e.g., Hasgall, Lanarès, Marion & Bregy, 2018), still other countries did centralize only some aspects of evaluation (see., e.g., Lepori et al., 2018). This led to a diverse landscape of research evaluation in Europe and beyond. Our analysis of research evaluation in 32 mostly European countries reveals that, indeed, countries have built quite unique evaluation systems. Nevertheless, some aspects can be identified that allow to classify evaluation systems.

In this paper, we suggest a typology that goes beyond existing classifications of research systems in that it a) includes a much broader range of countries, including countries, for which not much information is available to the English-speaking research community; b) takes into account that during the last years also the SSH are more concerned with evaluations but the commonly applied evaluation instruments do not fit their research practices; c) focuses not primarily on financial aspects.

Our data bases on 68 experts’ assessments of the evaluation system in their own country. For the majority of the countries, the assessment bases on more than one expert. The results show that research evaluation systems are complex (see also Lepori et al., 2018). Experts do not always agree on all dimensions. This has several reasons but an important one is that implementations and practical applications are not always congruent with the formal definition. Another relevant reason is that evaluation systems consist of many components with different characteristics and that different experts might weigh the components differently. In this sense, this typology represents the evaluation experts’ perceptions of the evaluation system in their own country.

Our empirical analysis suggests five ideal types of research evaluation: “non-metric, non-SSH” (with Iceland as the best representor), “non-metric, SSH-specific” (Switzerland, “funding, non-metric” (Norway), “funding, metric” (Denmark) and “metric, English” (Estonia). We also identified a third dimension orthogonal to those types, that reflects inclusion of gender issues in evaluations. Some countries do not fit into one type but are mixes of different types (Italy, Israel, Latvia, Romania).
The main result of this analysis is that the national organization of research evaluation system is a complex issue and the research evaluation landscape in Europe is diverse. Yet some components can be identified that define main types of research evaluation. A secondary result is that different types of research evaluation are linked to different conditions in countries. It is notable that the Southern European countries, the German speaking countries and the Nordic countries cluster together. This suggests that there is a link between research evaluation systems and historical or political structures. It is also important to note that some research-intensive and high performing countries (e.g., Germany, the Netherlands or Switzerland) follow a less metric but more adaptive approach while other countries try to increase their position in rankings using a metric approach that favours English publications (e.g. Hungary, Estonia, Bosnia Herzegovina). Thus, it can be concluded that evaluation systems should be adapted to the specific research situation in a country. Different evaluation systems create specific incentives and thus cause different effects or results. We therefore recommend, that designers of evaluation systems make a conscious link between the goals to achieve, the incentives to promote and the design of the evaluation system, rather than to strive to the unification of evaluation systems.
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