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Dietmar Vogt and Jochen Wengenroth for great kindness and the stimulating conversations.

I am very grateful to all the professors and colleagues from the Faculty of Mathematics and
Computer Science for sharing mathematical passion.

Most of all I would like to thank my family and friends for their continued support and love.



Abstract

The aim of this dissertation is to investigate the properties of the noncommutative Fréchet
algebra with involution, called the algebra of smooth operators. This algebra is isomorphic as a
Fréchet space to the commutative algebra s of rapidly decreasing sequences (isomorphic also to
the well-known Schwartz space of smooth rapidly decreasing functions), and thus it is a kind of
noncommutative analogue of the algebra s.

A significant part of the dissertation is devoted to the description and classification of the
closed commutative ∗-subalgebras of the algebra of smooth operators. For instance, we show
that such a subalgebra is isomorphic to a closed ∗-subalgebra of the algebra s if and only
if it is isomorphic (as a Fréchet space) to a complemented subspace of s. We also find the
multplier algebra of the algebra of smooth operators, prove theorems on spectral and Schmidt
representations of elements of this algebra and show that there is a Hölder continuous functional
calculus for normal smooth operators. Most of the proofs are based on the theory of bounded
and unbounded operators on a Hilbert space and the theory of nuclear Fréchet spaces.

Streszczenie

Celem rozprawy jest zbadanie własności nieprzemiennej algebry Frécheta z inwolucją, zwanej al-
gebrą operatorów gładkich. Algebra ta jest izomorficzna jako przestrzeń Frécheta z przemienną
algebrą s ciągów szybko malejących do zera (izomorficzną także z dobrze znaną przestrzenią
Schwartza gładkich funkcji szybko malejących) i w ten sposób jest pewnego rodzaju nieprzemi-
ennym odpowiednikiem algebry s.

Znaczna część rozprawy jest poświęcona opisie i klasyfikacji domkniętych przemiennych
∗-podalgebr algebry operatorów gładkich. Na przykład, pokazujemy, że taka podalgebra jest
izomorficzna z domkniętą ∗-podalgebrą algebry s wtedy, i tylko wtedy, gdy jest izomorficzna
(jako przestrzeń Frécheta) z pewną dopełnialną podprzestrzenią s. Ponadto znajdujemy alge-
brę multiplikatorów algebry operatorów gładkich, dowodzimy twierdzeń o reprezentacji spek-
tralnej i reprezentacji Schmidta elementów tej algebry oraz pokazujemy, że istnieje hölderowsko
ciągły rachunek funkcyjny dla gładkich operatorów normalnych. Większość dowodów jest oparta
na teorii ograniczonych i nieograniczonych operatorów na przestrzeni Hilberta oraz teorii nuk-
learnych przestrzeni Frécheta.
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Introduction

The aim of this dissertation is to investigate the properties of some specific noncommutative
Fréchet algebra with involution, called the algebra of smooth operators. The most important
features of this algebra are the following:

• it is isomorphic as a Fréchet space to the Schwartz space S(R) of smooth rapidly decreasing
functions on the real line;

• it has several representations as algebras of operators acting between natural spaces of
distributions and functions;

• it is a dense ∗-subalgebra of the C∗-algebra K(`2) of compact operators on `2;

• it is even contained in the class of Hilbert-Schmidt operators, and thus it is a unitary
space;

• the operator C∗-norm || · ||`2→`2 is so-called dominating norm on that algebra (the domi-
nating norm property is a key notion in the structure theory of nulcear Fréchet spaces –
see discussion below).

From the philosophical point of view, the algebra of smooth operators can be seen as a non-
commutative analogue of the commutative algebra s of rapidly decreasing sequences (isomorphic
as a Fréchet space to S(R)). Its structure (a Fréchet algebra with a natural noncommutative
multiplication, the hermitian adjoint and the Hilbert-Schmidt scalar product) is essentially richer
than the structure of s (a commutative Fréchet algebra with pointwise multiplication and conju-
gation, scalar product inherited from `2) and it involves many natural and interesting problems.

The algebra of smooth operators is defined as a Fréchet ∗-algebra L(s′, s) of continuous linear
operators from the LB-space (an inductive limit of Banach spaces)

s′ :=
{
ξ = (ξj)j∈N ∈ CN : |ξ|′q :=

( ∞∑
j=1
|ξj |2j−2q

)1/2
<∞ for some q ∈ N0

}
of slowly increasing sequences to the Fréchet space

s :=
{
ξ = (ξj)j∈N ∈ CN : |ξ|q :=

( ∞∑
j=1
|ξj |2j2q

)1/2
<∞ for every q ∈ N0

}

of rapidly decreasing sequences. The space s′ is isomorphic to the strong dual of the Fréchet
space s (i.e. the space of all continuous linear functionals on s with the topology of uniform
convergence on bounded subsets of s) and the isomorphism is defined via the ”scalar product”

〈ξ, η〉 :=
∞∑
j=1

ξjηj ,

i
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where ξ ∈ s and η ∈ s′ (see [20, Ch. 22-25] for the general theory of Fréchet spaces and their
duals). It turns out that L(s′, s) with the topology of uniform convergence on bounded sets in
s′ is a Fréchet space and it is isomorphic (as a Fréchet space) to s. Moreover, one can easily
show that (|| · ||q)q∈N0 ,

||x||q := sup
|ξ|′q≤1

|xξ|q,

is a fundamental system of norms on L(s′, s) (see Proposition 1.9).
It is worth mentioning that s is a nuclear space (i.e. every unconditionally convergent series

of elements of s is absolutely convergent, see also [20, Def. on p. 344]) and, moreover, by the
Kōmura-Kōmura theorem (see e.g. [20, Cor. 29.9]), it is universal in the class of all nuclear
Fréchet spaces: more precisely, a Fréchet space is nuclear if and only if it is isomorphic to some
closed subspace of sN. We will see later that s is isomorphic (as a Fréchet space) to many
important classical spaces of analysis.

As we have seen above, from the point of view of Fréchet spaces, there is no difference be-
tween L(s′, s) and s. Things dramatically change when we endow L(s′, s) and s with additional
algebraic operations: multiplication and involution. Clearly, s is a Fréchet ∗-algebra (i.e. a
Fréchet space with involution and jointly continuous multiplication) when equipped with point-
wise multiplication and termwise conjugation. Let us introduce multiplication and involution
on L(s′, s). First observe that L(s′, s) is embedded in the C∗-algebra L(`2) of continuous linear
operators on `2 via the (continuous, linear, injective) map

ι : L(s′, s) ↪→ L(`2), ι(x) := j1 ◦ x ◦ j2,

where j1 : s ↪→ `2 and j2 : `2 ↪→ s′ are (continuous) identity maps. Now, multiplication and
involution on L(s′, s) are inherited from L(`2) as the composition of operators (note that since
s ↪→ s′, we can compose operators in L(s′, s)) and the hermitian adjoint. With these operations
L(s′, s) becomes a Fréchet ∗-algebra. Moreover, the algebras s and L(s′, s) are both locally
m-convex, i.e. they admit fundamental systems of submultiplicative seminorms (see e.g. [25,
Lemma 2.2]); in fact, (| · |q)q∈N0 and (|| · ||q)q∈N0 are submultiplicative systems of norms on
s and L(s′, s), respectively. Clearly, L(s′, s), being noncommutative, is not isomorphic as a
Fréchet ∗-algebra to s. Nevertheless, there are many ways to embed s into L(s′, s) (as a closed
∗-subalgebra), e.g. as the algebra of diagonal operators:{ ∞∑

k=1
ξk〈·, ek〉ek : (ξk)k∈N ∈ s

}
,

here ek denotes the vector in CN whose k-th coordinate equals 1 and the others equal 0.
It appears that the embedding ι : L(s′, s) ↪→ L(`2) acts in fact into the C∗-algebra K(`2)

of compact operators on `2 and ι(L(s′, s)) is dense in K(`2). Thus L(s′, s) can be seen as a
dense ∗-subalgebra of K(`2). We can show even more: L(s′, s) is (properly) contained in the
intersection of all Schatten classes Sp(`2) over p > 0. In particular, L(s′, s) is contained in the
Hilbert space HS(`2) of Hilbert-Schmidt operators with the scalar product defined by

〈x, y〉HS :=
∞∑
k=1
〈xek, yek〉,

and thus L(s′, s) is a unitary space.
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It is worth comparing the algebras mentioned above with their commutative prototypes; this
is done by the following diagram with the horizontal continuous embeddings of algebras:

s �
� //
OO

��

⋂
p>0 `p

� � //
OO

��

`2
� � //
OO

��

c0OO

��
L(s′, s) �

� // ⋂
p>0 Sp(`2) �

� // HS(`2) �
� // K(`2).

The ”vertical correspondences”, mean, for example, that every monotonical element of the com-
mutative algebras from the first row is a sequence of singular numbers of some element of their
noncommutative analogues, and vice versa. Moreover, algebras from the first row are embedded
into the corresponding algebras from the second row (e.g. as the algebras of diagonal operators).
Let us also recall that L(s′, s) ∼= s (as Fréchet spaces) and HS(`2) is unitarily isomorphic to `2.

The algebra L(s′, s) is also called the algebra of smoothing (compact) operators. In order to
explain why this name is suitable, let us recall that the space s can be represented in many ways
by function spaces (usually spaces of smooth functions) which appear naturally in analysis. For
example, the space s is isomorphic as a Fréchet space to:

• the Schwartz space S(Rn) of smooth rapidly decreasing functions on Rn,

• the space C∞(M) of smooth functions on an arbitrary compact C∞-manifold M ,

• the space C∞[0, 1] of smooth functions on the interval [0, 1],

• the space A∞(D) of holomorphic functions on the unit disc with the smooth extension to
the boundary,

all equipped with their natural topologies. Note that the space s and all of the spaces above are
also commutative Fréchet algebras (with pointwise multiplication), sometimes with involution
(conjugation of functions), but they are not isomorphic as algebras to s (see Corollary 4.6).

Representations of the Fréchet space s above lead to natural representations of the Fréchet
∗-algebra L(s′, s). More precisely, L(s′, s) is isomorphic as a Fréchet ∗-algebra to the following
algebras of continuous linear operators:

• L(S ′(Rn),S(Rn)),

• L(E ′(M), C∞(M)),

• L(E ′[0, 1], C∞[0, 1]),

• L(A−∞(D), A∞(D)),

where

• S ′(Rn) is the space of tempered distributions on Rn,

• E ′(M) is the space of distributions on a compact C∞-manifold M ,

• E ′[0, 1] is the space of distributions with support in [0, 1],

• A−∞(D) is the space of holomorphic functions on the unit disc with polynomial growth,
i.e.

A−∞(D) := {f ∈ H(D) : sup
z∈D
|f(z)|(1− |z|)q <∞ for some q ∈ N0}.
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In order to define multiplication and involution on the spaces of operators above, we proceed
like in the case of L(s′, s) – we just have to find an appropriate Hilbert space lying between a
Fréchet space and its dual, for example in the case of S(Rn) we can choose the Hilbert space
L(Rn) (for details, see Theorem 1.10, Example 1.13 and [11, Th. 2.1]). Now, it is clear that
operators from L(s′, s) are smoothing in the following sense: they map (in some representations
of L(s′, s)) distributions (which may be highly irregular) to smooth functions. We use the term
”smooth” for short; indeed, this term seems to be more popular than the term ”smoothing” (see,
for instance, [12, Th. 2, Ex. 2.6], [30, p. 301]).

Taking all the above into account, we can treat L(s′, s) as a ”noncommutative” analogue of
the very important space of analysis: s.

We shall also mention two extra representations of the Fréchet ∗-algebra L(s′, s): the algebra

K∞ := {(aj,k)j,k∈N ∈ CN2 : sup
j,k∈N

|aj,k|jqkq <∞ for all q ∈ N0}

of rapidly decreasing matrices (with matrix multiplication and matrix complex involution) and
its ”continuous analogue”: the algebra S(R2) of Schwartz functions on R2 with the Volterra
convolution

(f · g)(x, y) :=
∫
R
f(x, z)g(z, y)dz

as multiplication and the involution

f∗(x, y) := f(y, x).

In these forms, the algebra L(s′, s) usually appears and plays a significant role in K-theory of
Fréchet algebras (see Bhatt & Inoue [1, Ex. 2.12], Cuntz [8, p. 144], [9, p. 64-65], Glöckner &
Langkamp [14], Phillips [25, Def. 2.1]) and in C∗-dynamical systems (Elliot, Natsume & Nest
[12, Ex. 2.6]).

As we have already seen, the algebra L(s′, s) is also an example of a dense ∗-subalgebra of a
C∗-algebra (namely, it is a dense subalgebra of K(`2)). Such algebras are of great importance in
noncommutative geometry (see, for instance, Bhatt & Inoue [1], Blackadar & Cuntz [2], Connes
[6, pp. 23, 183-184]) as they introduce differential structure on a noncommutative manifold.
From the philosophical point of view C∗-algebras corespond to analogues of topological spaces
whereas some of their dense smooth subalgebras play the role of smooth structures.

As we already said, the algebra L(s′, s) has a lot of natural ”structure”: its first natural norm
is a dominating C∗-norm (see the discussion below), it has a natural unitary space structure
inherited from the space HS(`2) of Hilbert-Schmidt operators, its spectral properties are closely
related to those of K(`2), etc. Therefore, it seems that L(s′, s) is a very special dense ∗-subalgebra
of K(`2), and hence it might be the best candidate for a ”differential structure” there. In spite
of the role played by L(s′, s) as explained above, very little is known, for example, about its
algebraic structure. The main goal of the presented dissertation is to find initial results in this
direction.

The dissertation is divided into 5 chapters. In the first chapter we establish notation and
present some fundamental, well-known by now, facts concerning nuclear Fréchet spaces, operator
theory, the space s and the algebra L(s′, s).

Chapter 2 is devoted to the so-called algebra of multipliers of L(s′, s), which can be seen as
the largest (in some sense) ∗-algebra of operators acting on L(s′, s), i.e. the largest ”resonable”
∗-algebra in which L(s′, s) is an ideal. Multiplier algebras of C∗-algebras are usually described by
the so-called double centralizers (see [4] and Def. 2.2). In particular, the algebra of multipliers
(i.e. the algebra of double centralizers) of K(`2) is L(`2) (see [23, pp. 38–39, 81–83]). Using
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similar techniques, we show in the main result of Chapter 2 that the ∗-algebra of unbounded
operators on `2

L∗(s) := {x : s→ s : x is linear, s ⊂ D(x∗) and x∗(s) ⊂ s},

where
D(x∗) := {η ∈ `2 : ∃ζ ∈ `2 ∀ξ ∈ s 〈xξ, η〉 = 〈ξ, ζ〉}

and x∗η := ζ for η ∈ D(x∗), is isomorphic as a ∗-algebra to the ∗-algebra of double centralizers of
L(s′, s) (Th. 2.7). This fact connects our considerations to the theory of ∗-algebras of unbounded
operators on Hilbert spaces (the so-called O∗-algebras) developed e.g. by G. Lassner (see e.g.
[18]) and K. Schmüdgen (see [29]).

In Section 3.1, we prove, using the fact that the norm || · ||`2→`2 is a dominating norm
on L(s′, s) (Proposition 3.2), the crucial for the whole dissertation theorem on the spectral
representation of normal elements in L(s′, s) (Theorem 3.1). As a by-product we obtain a kind
of spectral description of normal elements of L(s′, s) among those of K(l2) (Corollary 3.6). We
also present in Section 3.2 a theorem on the Schmidt representation of an arbitrary operator in
L(s′, s) (Theorem 3.8) and give a corresponding description of smooth operators among compact
operators (Corollary 3.9).

The aim of Chapter 4 is to describe and classify closed commutative ∗-subalgebras of L(s′, s).
In Section 4.1, we show that every such algebra A is isomorphic as a Fréchet ∗-algebra to the
Köthe algebra

λ∞(||Pk||q) :=
{

(ξk)k∈N ∈ CN : sup
k∈N

(|ξk| ||Pk||q) <∞ for every q ∈ N0

}
with pointwise multiplication and conjugation (Theorem 4.9), where (Pk)k∈N is the set of nonzero
minimal (self-adjoint) projections in A. To prove this, we show that (Pk)k∈N is a Schauder basis
of A, called the canonical Schauder basis (Lemma 4.4). In particular, we prove that the algebra
A is generated by a single operator x and also by the set of spectral projections of x (see again
Theorem 4.9).

Section 4.2 is devoted to closed maximal commutative ∗-subalgebras of L(s′, s), i.e. those
closed commutative ∗-subalgebras of L(s′, s) which are not properly contained in any larger
closed commutative ∗-subalgebra of L(s′, s). It appears that the canonical Schauder bases of
such algebras consist of one-dimensional (pairwise orthogonal) projections Pk forming a sequence
which is complete in the following sense: there is no nonzero projection P belonging to L(s′, s)
such that PkP = 0 for every k ∈ N (Theorem 4.11). Consequently, algebra A is isomorphic to a
closed maximal commutative ∗-subalgebra of L(s′, s) if and only if

A ∼= λ∞(|fk|q) :=
{

(ξk)k∈N ∈ CN : sup
k∈N

(|ξk| |fk|q) <∞ for every q ∈ N0

}
as a Fréchet ∗-algebra, where (fk)k∈N ⊂ s is the orthonormal sequence corresponding to the
canonical Schauder basis of A (Corollaries 4.16 and 4.21). Therefore, since every closed commu-
tative ∗-subalgebra of L(s′, s) is contained in some closed maximal commutative ∗-subalgebra of
L(s′, s) (Proposition 4.12), the class of closed commutative ∗-subalgebras of L(s′, s) coincides (in
the sense of Fréchet ∗-algebra isomorphism) with the class of closed commutative ∗-subalgebras
of λ∞(|fk|q), (fk)k∈N ⊂ s being an orthonormal sequence (see Corollary 4.22).

In Section 4.3 we show a surprising fact that a closed commutative ∗-subalgebra of L(s′, s)
is isomorphic as Fréchet ∗-algebra to some closed ∗-subalgebra of s if and only if it is isomorphic
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as a Fréchet space to some complemented subspace of s (Theorem 4.25), i.e. if it has the so-
called property (Ω) (see Definition 0.2 below). We also give an example of a closed commutative
∗-subalgebra of L(s′, s) which is not isomorphic to any closed ∗-subalgebra of s (Theorem 4.32).

In the last section of Chapter 4, we focus on a very specific class of closed commutative ∗-
subalgebras of L(s′, s) with the property (Ω), namely orthogonally complemented subalgebras.
A subalgebra A of L(s′, s) is orthogonally complemented in L(s′, s), if there is an orthogonal
projection π̃ on the Hilbert space HS(`2) such that π̃(L(s′, s)) = A (see also Definition 4.33). In
Proposition 4.36 we characterize closed commutative orthogonally complemented ∗-subalgebras
in terms of their canonical Schauder bases. The case of closed maximal commutative orthogo-
nally complemented ∗-subalgebras of L(s′, s) isomorphic (as Fréchet ∗-algebras) to s is of special
interest: it turns out, for instance, that the set of orthonormal sequences correspondending
to the canonical Schauder bases of algebras from this class coincides with the set of orthonor-
mal sequences which are at the same time Schauder bases of s (Theorem 4.37). Moreover,
it turns out that the closed maximal commutative orthogonally complemented ∗-subalgebras
A of L(s′, s) isomorphic to s are exactly those for which there exists an algebra isomorphism
T : L(s′, s) → L(s′, s) preserving orthogonality which maps A onto the subalgebra of diagonal
operators (Corollary 4.38). We finish Section 4.4 with an example of a closed maximal commu-
tative ∗-subalgebra of L(s′, s) isomorphic as a Fréchet ∗-algebra to s which is not orthogonally
complemented in L(s′, s) (Theorem 4.39).

In Chapter 5 we establish functional calculus for normal elements of L(s′, s). In particu-
lar, f(x) belongs to L(s′, s) for each normal operator x ∈ L(s′, s) ⊂ L(`2) and each Hölder
continuous function f vanishing at zero and defined on the spectrum of x (Theorem 5.1). For
instance, positive elements in L(s′, s) have positive square roots in L(s′, s). Another functional
calculus (only C∞ one) on dense subalgebras of C∗-algebras has been developed by Blackadar
and Cuntz in [2] (see Prop. 6.4 and p. 277) under some additional assumptions on the algebra.
Unfortunately, it seems that L(s′, s) does not satisfy the required conditions.

Most of the results from Sections 3.1, 4.1, 4.2 and Chapter 5 have been already published in
[5].

The results contained in this dissertation are mostly derived from and inspired by the theory
of nuclear Fréchet spaces [20], the theory of compact operators on `2 ([7, 20]), the theory of
unbounded operators [29] and the theory of double centralizers of C∗-algebras ([4, 15]). Probably
the main novelty of the methods used in the dissertation is an application of the so-called
properties (DN) and (Ω) of Vogt and Zahariuta.

Definition 0.1. (see [20, Def. on p. 359 and Lemma 29.10]) A Fréchet space (X, (|| · ||q)q∈N0)
has the property (DN) if there is a continuous norm || · || on X such that for any q ∈ N0 there
is r ∈ N0 and C > 0 such that for all x ∈ X

||x||2q ≤ C||x|| ||x||r.

The norm || · || is called a dominating norm.

Definition 0.2. (see [20, p. 367]) A Fréchet space E with a fundamental sequence (|| · ||q)q∈N0

of seminorms has the property (Ω) if the following condition holds:

∀p ∃q ∀r ∃θ ∈ (0, 1) ∃C > 0 ∀y ∈ E′ ||y||′q ≤ C||y||′1−θp ||y||′θr ,

where E′ is the topological dual of E and ||y||′p := sup{|y(x)| : ||x||p ≤ 1}.

Clearly, L(s′, s) has the properties (DN) and (Ω) as isomorphic to s.
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The properties (DN) and (Ω) with their several modifications are very important topological
invariants in the theory of nuclear Fréchet spaces. For example, Vogt and Wagner (see [31, 32,
33, 35] and [20, Ch. 30]) proved the following splitting theorem for nuclear Fréchet spaces.

Theorem 0.3. Let E,F,G be nuclear Fréchet spaces and let

0 −→ E
j−→ F

q−→ G −→ 0

be a short exact sequence of continuous linear maps. If the space G has the property (DN) and
the space E has the property (Ω), then the sequence splits, i.e. the map q has a continuous linear
right inverse and the map j has a continuous linear left inverse.

As a further consequence of the last theorem, one gets a characterization of subspaces and
quotients of the space s in terms of the properties (DN) and (Ω) (Vogt and Wagner [33, 35], [20,
Ch. 31]). Recall that a subspace F of a Fréchet space E is called complemented (in E) if there
is a continuous projection π : E → E with im π = F .

Theorem 0.4. A Fréchet space is isomorphic to

(i) a closed subspace of the space s if and only if it is nuclear and it has the property (DN);

(ii) a quotient of the space s if and only if it is nuclear and it has the property (Ω);

(iii) a complemented subspace of the space s if and only if it is nuclear and it has the properties
(DN) and (Ω).

As mentioned above, the operator C∗-norm || · ||`2→`2 is a dominating norm on L(s′, s)
(compare with [27, Th. 4] and see Proposition 3.2 for the straightforward proof). This result
will be of great importance in our considerations; it will lead to unexpected connections of the
property (DN) and (Ω) to spectral properties of the elements of L(s′, s) and algebraic properties
of the algebra L(s′, s).

Investigations of the algebra L(s′, s) in the context of the theory of Fréchet spaces were
proposed some years ago by Leonhard Frerick (University of Trier). Some results have been
already known (see, for instance, a survey in [11]). For example, it is known that not only L(s′, s)
is contained in the intersetion of all Schatten classes Sp(`2), p > 0, but also that the sequence
of eigenvalues (non-increasing in modulus, counting geometric multiplicity) of an operator from
L(s′, s) belongs to s ([11, Cor. 2.5]). Moreover, it follows from [3, Prop. A.2.8] and [30, Lemma
5.7] that an operator belonging to the algebra with unit

L(s′, s)1 := {x+ λ1 : x ∈ L(s′, s), λ ∈ C}

(1 is here the identity operator on `2) is invertible in L(s′, s)1 if and only if it is invertible in
L(`2) (see also [11, Th. 2.3]). Consequently, L(s′, s)1 is a Q-algebra (i.e. the set of invertible
elements in L(s′, s)1 is open) so L(s′, s) is a Q-algebra as well (i.e. the set of quasi-invertible
elements in L(s′, s) is open, see [13, Prop. 4.14] and [14]).

Piszczek proved that every positive functional on L(s′, s) and every derivation from the
algebra L(s′, s) to an arbitrary bimodule over L(s′, s) are continuous [28, Th. 11 and Th. 13].
Next he proved that the algebra L(s′, s) is not boundedly approximately amenable but it is
approximately amenable and approximately contractibile [28, Cor. 19, Th. 21 and Cor. 22].

Moreover, Piszczek showed that L(s′, s) has no bounded approximate identity ([28, Prop.
2]), i.e. there is no bounded net (uλ)λ∈Λ ⊂ L(s′, s) such that xuλ → x and uλx → x for all



Introduction viii

x ∈ L(s′, s). Let us also mention here, that L(s′, s) is not a locally C∗-algebra, i.e. there is
no sequence of C∗-norms defining the topology on L(s′, s). Otherwise, since L(s′, s) is a Q-
algebra, it would be automatically a C∗-algebra so a Banach space (see [13, Cor. 8.2]); this
gives a contradiction as L(s′, s) ∼= s is not a Banach space. In the book of Fragoulopoulou [13]
it is developed a theory of topological algebras A with involution if either A has a bounded
approximative identity or A is a locally C∗-algebra. In view of the above negative results the
mentioned theory cannot be applied to L(s′, s), and therefore we need new ideas. We hope that
our dissertation contributes in this direction.



Chapter 1
Preliminaries

Throughout the thesis, N will denote the set of natural numbers {1, 2, . . .} and N0 := N ∪ {0}.
By a projection on the complex separable Hilbert space

`2 :=
{
ξ = (ξj)j∈N ∈ CN : ||ξ||`2 :=

( ∞∑
j=1
|ξj |2

)1/2
<∞

}

we always mean a continuous orthogonal (i.e. self-adjoint) projection.
By a Fréchet space we mean a complete metrizable locally convex space over C (we will not

use locally convex spaces over R). A Fréchet algebra is a Fréchet space which is an algebra with
continuous multiplication. A Fréchet ∗-algebra is a Fréchet algebra with an involution.

For locally convex spaces E,F , we denote by L(E,F ) the space of all continuous linear
operators from E to F . To shorten notation, we write L(E) instead of L(E,E).

We use the standard notation and terminology. All the notions from functional analysis are
explained in [7] or [20] and those from topological algebras in [13], [19] or [36].

§1. The space s and its dual: We define the space of rapidly decreasing sequences as the
Fréchet space

s :=
{
ξ = (ξj)j∈N ∈ CN : |ξ|q :=

( ∞∑
j=1
|ξj |2j2q

)1/2
<∞ for all q ∈ N0

}

with the topology corresponding to the system (| · |q)q∈N0 of norms. We may identify the strong
dual of s (i.e. the space of all continuous linear functionals on s with the topology of uniform
convergence on bounded subsets of s, see e.g. [20, Def. on p. 267]) with the space of slowly
increasing sequences

s′ :=
{
ξ = (ξj)j∈N ∈ CN : |ξ|′q :=

( ∞∑
j=1
|ξj |2j−2q

)1/2
<∞ for some q ∈ N0

}

equipped with the inductive limit topology given by the system (| · |′q)q∈N0 of norms (note that
for a fixed q, | · |′q is defined only on a subspace of s′). More precisely, every η ∈ s′ corresponds
to the continuous linear functional on s:

ξ 7→ 〈ξ, η〉 :=
∞∑
j=1

ξjηj .

1
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Please note the conjugation on the second variable! These functionals are continuous, because,
by the Cauchy-Schwartz inequality, for all q ∈ N0, ξ ∈ s and η ∈ s′ we have

|〈ξ, η〉| ≤ |ξ|q|η|′q. (1.1)

Conversely, one can show that for each continuous linear functional y on s there is η ∈ s′ such
that y = 〈·, η〉.

Similarly, we identify ξ ∈ s with the continuous linear functional on s′:

η 7→ 〈η, ξ〉 :=
∞∑
j=1

ηjξj .

In particular, for each continuous linear functional y on s′ there is ξ ∈ s such that y = 〈·, ξ〉.
We emphasize that the ”scalar product” 〈·, ·〉 is well-defined on s× s′ ∪ s′× s and, of course,

on `2 × `2.

§2. Nuclear Fréchet spaces and the property (DN): Recall that a Fréchet space E
is nuclear if every unconditionally convergent series of elements of E is absolutely convergent
(see also [20, Def. on p. 344]). Nuclear Fréchet spaces share many nice properties with finite-
dimensional spaces, e.g. every closed bounded set in a nuclear Fréchet space is compact (see
[20, Lemma 24.19 and Cor. 28.5]). However, there are pathological examples of nuclear Fréchet
spaces which do not behave like finite-dimensional spaces, e.g. there are nuclear Fréchet spaces
without Schauder basis (the first example is due to Mityagin and Zobin [22]).

In the class of all Fréchet spaces the space s is, in some sense, universal. More precisely,
the Kōmura-Kōmura theorem (see e.g. [20, Cor. 29.9]) gives the following characterization of
nuclear spaces.

Theorem 1.1. A Fréchet space is nuclear if and only if it is isomorphic to some closed subspace
of sN.

Closed subspaces of the space s can be characterized by the so-called property (DN) (see
Theorem 1.3 below).

Definition 1.2. A Fréchet space (X, (|| · ||q)q∈N0) has the property (DN) (see [20, Def. on p.
359]) if there is a continuous norm || · || on X such that for all q ∈ N0 there is r ∈ N0 and C > 0
such that

||x||2q ≤ C||x|| ||x||r
for all x ∈ X. The norm || · || is called a dominating norm.

The following Theorem is due to Vogt (see [33] and [20, Ch. 31]).

Theorem 1.3. A Fréchet space is isomorphic to a closed subspace of s if and only if it is nuclear
and it has the property (DN).

The (DN) condition for the space s reads as follows.

Proposition 1.4. For every p ∈ N0 and ξ ∈ s we have

|ξ|2p ≤ ||ξ||`2 |ξ|2p.

In particular, the norm || · ||`2 is a dominating norm on s.
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Proof. Fix p ∈ N0 and ξ ∈ s. Then, from the Cauchy-Schwartz inequality, we obtain

|ξ|2p =
∞∑
j=1
|ξj |2j2p =

∞∑
j=1
|ξj | · |ξj |j2p ≤

 ∞∑
j=1
|ξj |2

1/2 ∞∑
j=1
|ξj |2j4p

1/2

= ||ξ||`2 |ξ|2p.

2

We will usually use (see Lemma 3.3 and its proof) the condition (DN) in the following
equivalent form (see [20, Lemma 29.10]): there is a continuous norm || · || on X such that for
any q ∈ N0 and θ ∈ (0, 1) there is r ∈ N0 and C > 0 such that

||x||q ≤ C||x||1−θ||x||θr (1.2)

for all x ∈ X.

§3. Köthe spaces: We say that a matrix (aj,q)j∈N,q∈N0 of non-negative numbers is a Köthe
matrix if the following conditions hold:

(i) for each j ∈ N there is q ∈ N0 such that aj,q > 0;

(ii) aj,q ≤ aj,q+1 for j ∈ N and q ∈ N0.

For 1 ≤ p <∞ and a Köthe matrix (aj,q)j∈N,q∈N0 we define the Köthe space

λp(aj,q) :=
{
ξ = (ξj)j∈N ∈ CN : |ξ|p,q :=

( ∞∑
j=1
|ξjaj,q|p

)1/p
<∞ for all q ∈ N0

}

and for p =∞

λ∞(aj,q) :=
{
ξ = (ξj)j∈N ∈ CN : |ξ|∞,q := sup

j∈N
|ξj |aj,q <∞ for all q ∈ N0

}
with the topology generated by the norms (| · |p,q)q∈N0 (see e.g. [20, Def. p. 326]).

It is well-known (see [20, Lemma 27.1]) that the spaces λp(aj,q) are Fréchet spaces and
sometimes they are Fréchet ∗-algebras with pointwise multiplication and conjugation, e.g. if
aj,q ≥ 1 for all j ∈ N and q ∈ N0.

By definition, s is just the Köthe space λ2(jq). Moreover, since the matrix (jq)j∈N,q∈N0

satisfies the so-called Grothendieck-Pietsch condition (see e.g. [20, Prop. 28.16 item 6]), s is a
nuclear space, and thus it has also other Köthe space representations (see again [20, Prop. 28.16
& Ex. 29.4(1)]).

Proposition 1.5. For all 1 ≤ p ≤ ∞, s = λp(jq) as a Fréchet space. In particular, ξ ∈ s if and
only if

sup
j∈N
|ξj |jq <∞

for every q ∈ N0.

We use `2-norms in the definition of s to clarify our ideas, for example we have |ξ|0 = ||ξ||`2
for ξ ∈ s and |η|′0 = ||η||`2 for η ∈ `2. However, in some situations the supremum norms | · |∞,q
(as they are relatively easy to compute) will be more convenient. For instance, we use them in
the proof of the following well-known facts.
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Proposition 1.6. If (ξj)j∈N ∈ s, then (|ξj |θ)j∈N ∈ s for every θ > 0.

Proof. For ξ ∈ s, θ > 0 and q ∈ N0 we get

sup
j∈N
|ξj |θjq = (sup

j∈N
|ξj |jq/θ)θ <∞.

2

Proposition 1.7. We have
s ⊂

⋂
θ>0

`θ.

Proof. Take ξ ∈ s and θ > 0. By Proposition 1.6, we obtain
∞∑
j=1
|ξj |θ ≤ sup

j∈N
|ξj |θj2 ·

∞∑
j=1

j−2 <∞.

2

§4. The algebra L(s′, s): Let E,F be locally convex spaces. Recall that L(E,F ) denotes the
space of all continuous linear operators from E to F and, to shorten notation, we write L(E)
instead of L(E,E).

It is a simple matter to show that L(s′, s) with the topology of uniform convergence on
bounded sets in s′ is a Fréchet space and it is isomorphic to s⊗̂s, the completed tensor product
of s (see [16, §41.7 (5)] and note that, s being nuclear, there is only one tensor topology), and
thus L(s′, s) ∼= s as a Fréchet space (see e.g. [20, Lemma 31.1]). Moreover, it is easily seen that
(|| · ||q)q∈N0 ,

||x||q := sup
|ξ|′q≤1

|xξ|q,

is a fundamental system of norms on L(s′, s).
Let us introduce multiplication and involution on L(s′, s). First observe that s is a dense

subspace of `2, `2 is a dense subspace of s′, and, moreover, the embedding maps j1 : s ↪→ `2,
j2 : `2 ↪→ s′ are continuous. Hence,

ι : L(s′, s) ↪→ L(`2), ι(x) := j1 ◦ x ◦ j2, (1.3)

is a well-defined (continuous) embedding of L(s′, s) into the C∗-algebra L(`2), and thus we may
define a multiplication on L(s′, s) by

xy := ι−1(ι(x) ◦ ι(y)),

i.e.
xy = x ◦ j ◦ y,

where j := j2 ◦ j1 : s ↪→ s′. Similarly, an involution on L(s′, s) is defined by

x∗ := ι−1(ι(x)∗),

where ι(x)∗ is the hermitian adjoint of ι(x). The following Proposition makes these definitions
correct.
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Proposition 1.8. For all x, y ∈ L(s′, s) we have:

(i) ι(x) ◦ ι(y) ∈ ι(L(s′, s));

(ii) ι(x)∗ ∈ ι(L(s′, s)).

Proof. (i): This is clear.
(ii): Let x ∈ L(s′, s) and let (ek)k∈N be the canonical orthonormal basis of `2. Then

〈ι(x)ek, η〉 = 〈ek, ι(x)∗η〉

for all k ∈ N and η ∈ `2, hence ι(x)∗η = (〈ι(x)ek, η〉)k∈N for η ∈ `2.
Consider the operator z : s′ → s, zη := (〈xek, η〉)k∈N. Fix η ∈ s′ and choose r ∈ N0 so that

|η|′r <∞. Then for all q ∈ N0 there is a constant C > 0 such that

|zη|2q =
∞∑
k=1
|〈xek, η〉|2k2q ≤ (|η|′r)2

∞∑
k=1
|xek|2rk2q ≤ C(|η|′r)2

∞∑
k=1

k−2 <∞,

the second inequality being a consequence of the continuity of x. This means that the operator
z is well-defined, continuous, and clearly z |`2= ι(x)∗. Hence, ι(x)∗ = ι(z) ∈ ι(L(s′, s)). 2

In future, we just identify x ∈ L(s′, s) and ι(x) ∈ L(`2) so we omit ι in the notation.
A Fréchet algebra E is called locally m-convex if E has a fundamental system of submulti-

plicative seminorms. It is well-known that L(s′, s) is locally m-convex (see e.g. [25, Lemma 2.2]);
we give a simple proof that the norms || · ||q are submultiplicative, which shows simultaneously
that the multiplication introduced above is separately continuous, and thus, by [36, Th. 1.5], it
is jointly continuous.

Proposition 1.9. For every x, y ∈ L(s′, s) and q ∈ N0 we have ||xy||q ≤ ||x||q||y||q.

Proof. Let x, y ∈ L(s′, s) and let Bq, B′q denote the closed unit ball for the norms | · |q, | · |′q,
respectively. Clearly, y(B′q) ⊆ ||y||qBq and Bq ⊆ B′q. Hence,

||xy||q = sup
|ξ|′q≤1

|x(y(ξ))|q = sup
η∈y(B′q)

|x(η)|q ≤ sup
η∈||y||qBq

|x(η)|q = ||y||q sup
η∈Bq

|x(η)|q

≤ ||y||q sup
η∈B′q

|x(η)|q = ||x||q||y||q.

2

We may summarize this paragraph by saying that L(s′, s) is a locally m-convex Fréchet
∗-algebra. It is sometimes called the algebra of smooth operators or the algebra of smoothing
operators.

§5. Representations of L(s′, s): Let E be a Fréchet space, E′ be its strong dual (i.e. the
space of all continuous linear functionals on E with the topology of uniform convergence on
bounded sets in E) and let H be a Hilbert space with a scalar product 〈·, ·〉H. Assume that E
is dense in H and

|| · ||H : E → [0,∞), ||ξ||H :=
√
〈ξ, ξ〉H,

is a continuous norm on E. We call (E,H, E′) a Gelfand triple or a rigged Hilbert space (see e.g.
[29, Remark 2 on p. 47]).
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Let j1 : E ↪→ H denote the embedding map and let j2 : H ↪→ E′ be the adjoint of j1, i.e.

(j2(η))(ξ) = 〈ξ, η〉H

for ξ ∈ E and η ∈ H. Since E is dense in H, j2 is injective. Define j := j2 ◦ j1 : E ↪→ E′.
Assume also that:

(F) E has a Schauder basis which is orthonormal with respect to the scalar product of H
and such that the corresponding coefficients space is s. In particular, by the closed graph
theorem, E is isomorphic as a Fréchet space to s.

Then, repeating arguments from the previous paragraph, we may prove the following (see
also [11, Th. 2.1]).

Theorem 1.10. Under the conditions stated above,

(i) the map
ι : L(E′, E) ↪→ L(H), ι(x) := j1 ◦ x ◦ j2,

is a well-defined continuous embedding of L(E′, E) (with the topology of uniform conver-
gence on bounded subsets of E′) into the C∗-algebra L(H);

(ii) L(E′, E) with multiplication

xy := ι−1(ι(x) ◦ ι(y)) = x ◦ j ◦ y,

and involution
x∗ := ι−1(ι(x)∗),

ι(x)∗ being the hermitian adjoint of ι(x), is a locally m-convex Fréchet ∗-algebra;

(iii) L(E′, E) ∼= L(s′, s) as a Fréchet ∗-algebra.

The following result is due Vogt.

Theorem 1.11. [34, Cor. 7.7] Let E be a nuclear Fréchet space. If || · ||0 is a dominating
Hilbert norm on E and E ∼= s as a Fréchet space, then the isomorphism can be chosen so that
it is unitary between E0 and `2 (here E0 is the completion of (E, || · ||0)).

By Theorem 1.11 (with || · ||0 = || · ||H), assuming || · ||H to be a dominating norm on E ∼= s,
we easily show the condition (F), and thus, by Theorem 1.10, L(E′, E) is Fréchet ∗-algebra
representation of L(s′, s).

Theorem 1.12. Let (E,H, E′) be a Gelfand triple. If || · ||H is a dominating norm on E and
E ∼= s as a Fréchet space, then there is a unitary map U : H → `2 such that U|E : E → s is
an isomorphism of Fréchet spaces. In particular, the condition (F) is satisfied, i.e. E has a
Schauder basis which is orthonormal with respect to the scalar product of H and such that the
corresponding coefficients space is s.

Proof. The first statement of the theorem trivially follows from Theorem 1.11. We will show
that (U−1(ek))k∈N is a Schauder basis of s with the desired properties (here ek denotes the vector
in CN whose k-th coordinate equals 1 and the others equal 0).
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Since U−1 : `2 → H is unitary and U−1
|s : s → E is an isomorphism of Fréchet spaces,

(U−1(ek))k∈N is a Schauder basis of E which is orthonormal with respect to 〈·, ·〉H. Moreover,
the corresponding coefficients space is

{(〈ξ, U−1(ek)〉H)k∈N : ξ ∈ E} = {(〈Uξ, ek〉)k∈N : ξ ∈ E} = {(〈η, ek〉)k∈N : η ∈ s} = s,

which completes the proof. 2

Following [11, Th. 2.1], we now give some examples of Gelfand triples satisfying the condition
(F).
Example 1.13. For the following Gelfand triples (E,H, E′), L(E′, E) are isomorphic as Fréchet
∗-algebras to L(s′, s) (in the proof of (F) we may indicate – as in [11, Th. 2.1] – an appropriate
Schauder basis or, alternatively, we can show that || · ||H is a dominating norm on E and then
apply Theorem 1.12):
(1)

(S(Rn), L2(Rn),S ′(Rn)),

where S(Rn) is the space of rapidly decreasing smooth functions on Rn, L2(Rn) is the Hilbert
space of square integrable functions on Rn with the scalar product

〈f, g〉 :=
∫
Rn
f(t)g(t)dt

and S ′(Rn) is the space of tempered distributions on Rn;
(2)

(C∞(M), L2(M), E ′(M)),

where M is a compact smooth manifold, C∞(M) is the space of smooth functions on M , L2(M)
is the space of square integrable functions on M with the scalar product

〈f, g〉 :=
∫
M
f(t)g(t)dµ(t),

µ being a measure which is strictly positive and absolutely continuous with respect to the
Lebesgue measure on every element of the atlas of M , and E ′(M) is the space of distributions
on M ;
(3)

(C∞[0, 1], L2[0, 1], E ′[0, 1]),

where C∞[0, 1] is the space of smooth functions on [0, 1], L2[0, 1] is the Hilbert space of square
integrable functions on [0, 1] with the scalar product

〈f, g〉 :=
∫ 1

0
f(t)g(t) dt√

1− t2

and E ′[0, 1] is the space of distributions on [0, 1] with compact support (here the orthogonal
basis is given by the Chebyshev polynomials);
(4)

(A∞(D), H2(D), A−∞(D)),

where A∞(D) is the space of holomorphic functions on the open unit disc D which admit the
C∞-extension to D, H2(D) is the Hardy space on D with the scalar product

〈f, g〉 := lim
r→1−

1
2π

∫ π

−π
f(reit)g(reit)dt
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and A−∞(D) ∼= (A∞(D))′ (as locally convex spaces) is the space of holomorphic functions on D
of polynomial growth, i.e. such that

sup
z∈D
|f(z)|(1− |z|)q <∞

for some q ∈ N0.
We shall also mention two extra representations of L(s′, s).

Example 1.14. The following Fréchet ∗-algebras are isomorphic to L(s′, s) (for the proof, see [11,
Th. 2.1]):
(1) the algebra K∞ of the so-called rapidly decreasing matrices:

K∞ := {(aj,k)j,k∈N ∈ CN2 : sup
j,k∈N

|aj,k|jqkq <∞ for all q ∈ N0}

with matrix multiplication and matrix conjugate transpose as involution (see e.g. [14], [25, Def.
2.1]));
(2) the algebra S(R2) of rapidly decreasing smooth functions on R2 with the Volterra convolution

(f · g)(x, y) :=
∫
R
f(x, z)g(z, y)dz

as multiplication and involution
f∗(x, y) := f(y, x)

(see e.g. [1, Ex. 2.12]).

§6. L(s′, s) as a class of compact operators on `2: Let K(`2) denote the space of all
compact operators on `2. Recall that each x ∈ K(`2) has a Schmidt representation of the form

x =
∞∑
k=1

sk(x)〈·, fk〉gk,

where (sk(x))k∈N ⊂ [0,∞) – the so-called sequence of singular numbers – is a non-increasing
null sequence, (fk)k∈N, (gk)k∈N are orthonormal sequences in `2 and the series converges in the
norm || · ||`2→`2 (see e.g. [20, Prop. 16.3]). It appears (see [11, Cor. 3.2]) that the canonical
embedding ι : L(s′, s) ↪→ L(`2) acts in fact into the space⋂

p>0
Sp(`2),

where
Sp := {x ∈ K(`2) : (sk(x))k∈N ∈ `p}.

is the p-th Schatten class; in particular, every smooth operator is compact (as an operator on
`2), and therefore L(s′, s) can be regarded as some class of compact operators on `2. Since, every
non-increasing sequence in

⋂
p>0 `p is already in s (see [26, 8.5.5]), this means the following.

Proposition 1.15. The sequence of singular numbers of an element in L(s′, s) belongs to s.

Proposition 1.16. L(s′, s)||·||`2→`2 = K(`2).
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Proof. Let F(`2) denote the space of finite operators on `2. It suffices to show that

F(`2) ⊂ L(s′, s)||·||`2→`2 ,

because
K(`2)||·||`2→`2 = K(`2) = F(`2)||·||`2→`2

(see e.g. [20, Cor. 16.4]).
If x is a one-dimensional operator on `2, then x = 〈·, ξ〉η for some ξ, η ∈ `2. Since the

space s is dense in `2, one can find sequences (ξk)k∈N, (ηk)k∈N of elements in s tending to ξ
and η, respectively. It is easy to see that each xk := 〈·, ξk〉ηk belongs to L(s′, s), and moreover
||x− xk||`2→`2 → 0 as k →∞. Hence every one-dimensional operator on `2 is in L(s′, s)||·||`2→`2 ,
and thus F(`2) ⊂ L(s′, s)||·||`2→`2 , which completes the proof. 2

§7. Spectral properties of L(s′, s): Finally, we shall recall some basic spectral properties
of the algebra L(s′, s). For the sake of convenience, we state the following definition.

Definition 1.17. We say that a sequence (λn)n∈N ⊂ C is a sequence of eigenvalues of an infinite
dimensional compact operator x on `2 if it satisfies the following conditions:

(i) {λn}n∈N is the set of eigenvalues of x without zero;

(ii) |λ1| ≥ |λ2| ≥ . . . > 0 and if two eigenvalues have the same absolute value then we can
ordered them in an arbitrary way;

(iii) the number of occurrences of the eigenvalue λn is equal to its geometric multiplicity (i.e.
the dimension of the space ker(λn1− x)).

Let us also introduce the algebra with a unit

L(s′, s)1 := {x+ λ1 : x ∈ L(s′, s), λ ∈ C},

where 1 is the identity operator on `2. We endow the algebra L(s′, s)1 with the product topology.
Proposition 1.19 below is well-known (see e.g. [14] and [13, Prop. 4.14]) and it is a simple

consequence of Proposition 1.18. However, Propositions 1.18 and 1.19 also follow from [3, Prop.
A.2.8]. Straightforward proofs of Propositions 1.18 and 1.20 can be found in [11, Th. 3.3, Cor.
3.5].

Proposition 1.18. An operator in L(s′, s)1 is invertible if and only if it is invertible in L(`2).

Proposition 1.19. The algebra L(s′, s)1 is a Q-algebra, i.e. the set of invertible elements in
L(s′, s)1 is open. Consequently, L(s′, s) is a Q-algebra as well, i.e. the set of quasi-invertible
elements in L(s′, s) is open.

Proposition 1.20. The spectrum of x in L(s′, s)1 equals the spectrum of x in L(`2) and it
consists of zero and the set of all eigenvalues of x. If, moreover, x is infinite-dimensional, then
the sequence of eigenvalues of x (see Definition 1.17) belongs to s.



Chapter 2
Multiplier algebra of L(s′, s)

In this chapter we want to describe the so-called multiplier algebra of L(s′, s), which is, in some
sense, the largest algebra of operators acting on L(s′, s). The algebra

L(s) ∩ L(s′) := {x ∈ L(s) : x = x̃ |s for some x̃ ∈ L(s′)} (2.1)

seems to be a good candidate, because if x ∈ L(s′, s) and y ∈ L(s)∩L(s′), then clearly xy, yx ∈
L(s′, s). Now, using heuristic arguments, we will show that the algebra L(s) ∩ L(s′) is optimal.
Assume that y ∈ L(E,F ) for some locally convex spaces E,F . If xy ∈ L(s′, s) for every
x ∈ L(s′, s) then, in particular, (〈·, ξ〉ξ)y ∈ L(s′, s) for all ξ ∈ s, and therefore 〈y(η), ξ〉 has to
be well-defined for every ξ ∈ s and η ∈ s′, which shows that y : s′ → s′. Similarly, we show that
if yx ∈ L(s′, s) for every x ∈ L(s′, s) then y : s→ s. Hence, y ∈ L(s) ∩ L(s′).

The algebra L(s) ∩ L(s′) can also be seen as the algebra of unbounded operators on `2 (see
Proposition 2.1):

L∗(s) := {x : s→ s : x is linear, s ⊂ D(x∗) and x∗(s) ⊂ s}, (2.2)

where
D(x∗) := {η ∈ `2 : ∃ζ ∈ `2 ∀ξ ∈ s 〈xξ, η〉 = 〈ξ, ζ〉}

and x∗η := ζ for η ∈ D(x∗) (one can show that ζ is unique), which defines a natural involution
on L∗(s). This result follows e.g. from [17, Prop. 2.2]; the proof we propose here involves basic
theory of locally convex spaces, including properties of continuous linear functionals on s and s′
(see Preliminaries).

Proposition 2.1. L∗(s) = L(s) ∩ L(s′) as sets.

Proof. Take x ∈ L∗(s). Let (ξj)j∈N ⊂ s and assume that ξj → 0 and xξj → η as j → ∞.
Then, for every ζ ∈ s, we have

〈xξj , ζ〉 = 〈ξj , x∗ζ〉 → 0

and, on the other hand,
〈xξj , ζ〉 → 〈η, ζ〉.

Hence 〈η, ζ〉 = 0 for every ζ ∈ s, and therefore η = 0. By the closed graph theorem for Fréchet
spaces (see e.g. [20, Th. 24.31]), x : s → s is continuous. The continuity of x∗ : s → s can be
obtained in a similar way.

10
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Now, we shall show that x can be extended to a continuous linear operator from s′ to s′.
Take ξ ∈ s′ and define a linear functional ϕξ : s→ C, ϕξ(η) := 〈x∗η, ξ〉. From the continuity of
x∗ : s → s, it follows that for every q ∈ N0 there is r ∈ N0 and C > 0 such that |x∗η|q ≤ C|η|r
for all η in s. Hence, with the same quantifiers, we get

|ϕξ(η)| = |〈x∗η, ξ〉| ≤ |x∗η|q · |ξ|′q ≤ C|η|r · |ξ|′q (2.3)

so ϕξ is continuous. Consequently, for each ξ ∈ s′ we can find a unique ζ ∈ s′ such that

〈η, ζ〉 = ϕξ(η) = 〈x∗η, ξ〉

for all η ∈ s and we may define x̃ : s′ → s′ by x̃ξ := ζ. Clearly, x̃ is a linear extension of x, and
moreover x̃ is continuous. In fact, by (2.3), for every q ∈ N0 there is r ∈ N0 and C > 0 such that

|x̃ξ|′r = sup
|η|r≤1

|〈η, x̃ξ〉| = sup
|η|r≤1

|〈x∗η, ξ〉| ≤ C|ξ|′q

for all ξ ∈ s′, i.e. x̃ is continuous.
Now, let x ∈ L(s) ∩ L(s′). For each η ∈ s we define a linear functional ψη : s′ → C,

ψη(ξ) := 〈x̃ξ, η〉, where x̃ : s′ → s′ is the continuous extension of x. By the continuity of the
operator x̃ on the LB-space s′, it follows that for every r ∈ N0 there is q ∈ N0 and C > 0 such
that |x̃ξ|′q ≤ C|ξ|′r for ξ ∈ s′. Hence, for ξ ∈ s′, we have

|ψη(ξ)| = |〈x̃ξ, η〉| ≤ |x̃ξ|′q · |η|q ≤ C|η|q · |ξ|′r

which shows that ψη is continuous, and therefore there exists ζ ∈ s such that ψη(·) = 〈·, ζ〉,
i.e. 〈x̃ξ, η〉 = 〈ξ, ζ〉 for ξ ∈ s′. Consequently, 〈xξ, η〉 = 〈ξ, ζ〉 for ξ ∈ s, hence s ⊂ D(x∗) and
x∗(s) ⊂ s, i.e. x ∈ L∗(s). 2

The algebras L∗(D) (here D is a dense subspace of a complex Hilbert space H and in the
definition of L∗(s) we replace s with D and `2 with H) and its ∗-subalgebras – called O∗-algebras
or Op∗-algebras – were introduced by Lassner in [18]. In particular, L∗(s) and L(s′, s) are O∗-
algebras. For more information we refer the reader to the book of Schmüdgen [29].

Another, more abstract, approach to multipliers goes through the so-called double centra-
lizers (see Definition 2.2) and it goes back to Johnson [15]. We will show that, in our case, both
approaches give the same algebra of multipliers (Theorem 2.7). The theory of double centralizers
of C∗-algebras was developed by Busby (see [4] and also [23, pp. 38–39, 81–83]); this exposition
will be also very useful in the case of L(s′, s).

Definition 2.2. Let A be a ∗-algebra (over C). A pair (L,R) of maps from A to A (neither
linearity nor continuity is required) such that xL(y) = R(x)y for x, y ∈ A is called a double
centralizer on A. We denote the set of all double centralizers on A by DC(A). Moreover, for a
map T : A→ A we define T ∗ : A→ A by T ∗(x) := (T (x∗))∗.

Lemma 2.3. If (L,R) ∈ DC(A), then (R∗, L∗) ∈ DC(A).

Proof. For all x, y ∈ A we have

xR∗(y) = x(R(y∗))∗ = (R(y∗)x∗)∗ = (y∗L(x∗))∗ = L(x∗)∗y = L∗(x)y,

which completes the proof. 2

Now, let (L1, R1), (L2, R2) ∈ DC(A), λ ∈ C. We define:
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(i) (L1, R1) + (L2, R2) := (L1 + L2, R1 +R2);

(ii) λ(L1, R1) := (λL1, λR1);

(iii) (L1, R1) · (L2, R2) := (L1L2, R2R1);

(iv) (L1, R1)∗ := (R∗1, L∗1).

A straightforward computation shows that DC(A) with the operations defined above is a
∗-algebra. The elements of A correspond to the elements of DC(A) via the map, called the
double representation of A (see [15, p. 301]),

% : A→ DC(A), %(x) := (Lx, Rx),

where Lx(y) := xy and Rx(y) := yx are the right and left multiplication maps, respectively. One
can easily show that % is a homomorphism of ∗-algebras. Our main Theorem 2.7 states that the
double representation of L(s′, s) can be extended to a ∗-isomorphism of L∗(s) and DC(L(s′, s)).

In general the double representation does not have to be even injective; algebras for which
this is true are called faithful.

Definition 2.4. Let A be an algebra over C. We say that A is left faithful (right faithful, resp.)
if xz = yz (zx = zy, resp.) for all z ∈ A implies x = y. If A is left and right faithful, then A is
said to be faithful.

It is easy to verify that every C∗-algebra is faithful (see [4, Cor. 2.4] and [10, 1.3.5]). In the
case of L(s′, s) we are able to prove more.

Proposition 2.5. If z ∈ L(s) ∩ L(s′) and z̃ : s′ → s′ is the continuous extension of z, then

(i) if zL(s′, s) = 0, then z = 0;

(ii) if L(s′, s)z̃ = 0, then z = 0.

In particular, L(s′, s) is faithful.

Proof. (i) Assume that zx = 0 for all x ∈ L(s′, s). Then, in particular for x := 〈·, ξ〉ξ (here
ξ ∈ s), we get

〈·, ξ〉z(ξ) = zx = 0.

Thus z(ξ) = 0 for all ξ ∈ s, i.e z = 0.
(ii) Let xz̃ = 0 for all x ∈ L(s′, s). Then, for all ξ ∈ s, (〈·, ξ〉ξ)z̃ = 0, i.e. ξ ◦ z̃ = 0 (we treat

ξ as a functional on s′). Hence z̃ = 0. 2

The following results are well-known (see [15, Th. 7, Th. 14]). For the convenience of the
reader, we present the proofs. We follow the proof of [4, Prop. 2.5] (the case of C∗-algebras).

Proposition 2.6. Let A be a faithful Fréchet algebra and let (L,R) ∈ DC(A). Then

(i) L and R are linear continuous maps on A;

(ii) L(xy) = L(x)y for every x, y ∈ A;

(iii) R(xy) = xR(y) for every x, y ∈ A.
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Proof. (i) Let x, y, z ∈ A, α, β ∈ C. Then

zL(αx+ βy) = R(z)(αx+ βy) = αR(z)x+ βR(z)y = z(αL(x) + βL(y)),

hence, by the assumption, L(αx+ βy) = αL(x) + βL(y) and so L is linear.
Now, let (xj)j∈N ⊂ A and assume that xj → 0 and L(xj)→ y (convergence in the topology

of A). Let (|| · ||q)q∈N0 be a fundamental system of seminorms on A. Then

||zy||q ≤ ||zy − zL(xj)||q + ||zL(xj)||q = ||z(y − L(xj))||q + ||R(z)xj ||q
≤ ||z||q · ||y − L(xj)||q + ||R(z)||q · ||xj ||q → 0,

as j → ∞, so ||zy||q = 0 for every q ∈ N0, and therefore zy = 0. Hence, by the assumption,
y = 0. Now, by the closed graph theorem for Fréchet spaces (see e.g. [20, Th. 24.31]), L is
continuous.

Analogous arguments work for the map R.
(ii) Let x, y, z ∈ A. Then

zL(xy) = R(z)xy = (R(z)x)y = (zL(x))y = z(L(x)y),

and therefore, by the assumption, L(xy) = L(x)y.
(iii) Analogously as in (ii) (here we need the assumption that A is left faithful). 2

For z ∈ L(s) ∩ L(s′) we define Lz, Rz : L(s′, s) → L(s′, s), Lz(x) := zx, Rz(x) := xz̃, where
z̃ : s′ → s′ is the extension of z according to the definition of L(s) ∩ L(s′).

Theorem 2.7. The map %̃ : L∗(s) → DC(L(s′, s)), z 7→ (Lz, Rz) is a ∗-isomorphism between
∗-algebras.

Proof. Throughout the proof, for ξ, η ∈ s, ξ ⊗ η denotes the one-dimensional operator 〈·, η〉ξ.
By Proposition 2.1, L∗(s) = L(s) ∩ L(s′) so for z ∈ L∗(s) the left and right multiplication

maps Lz, Rz : L(s′, s) → L(s′, s) are well defined. Moreover, it is easy to see that xLz(y) =
Rz(x)y for x, y ∈ L(s′, s) and z ∈ L∗(s). Hence, (Lz, Rz) ∈ DC(L(s′, s)) for every z ∈ L∗(s), i.e.
%̃ is well defined.

The proof of the fact that %̃ is a ∗-algebra homomorphism is straightforward and the injec-
tivity of %̃ follows directly from Proposition 2.5. We will show that %̃ is surjective.

Let (L,R) ∈ DC(L(s′, s)) and fix e ∈ s with ||e||`2 = 1. We define a linear continuous map
(use Propositions 2.5 and 2.6) u : s→ s by

uξ := L(ξ ⊗ e)(e).

For ξ, η ∈ s we have

〈uξ, η〉 = 〈L(ξ ⊗ e)(e), η〉 = 〈L(ξ ⊗ e)(e), (η ⊗ e)(e)〉 = 〈(e⊗ η)[L(ξ ⊗ e)(e)], e〉
= 〈[(e⊗ η)L(ξ ⊗ e)](e), e〉 = 〈[R(e⊗ η)(ξ ⊗ e)](e), e〉 = 〈R(e⊗ η)[(ξ ⊗ e)(e)], e〉
= 〈R(e⊗ η)(ξ), e〉 = 〈ξ, (R(e⊗ η))∗(e)〉.

This means that u∗η = (R(e ⊗ η))∗(e) ∈ s for η ∈ s. Hence, s ⊂ D(u∗) and u∗(s) ⊂ s, i.e.
u ∈ L∗(s), and thus, by Proposition 2.1, u has the continuous extension ũ : s′ → s′. We have
also shown that

〈uξ, η〉 = 〈R(e⊗ η)(ξ), e〉. (2.4)
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Next, by Propositions 2.5 and 2.6, for ζ ∈ s we obtain

Lu(ξ ⊗ η)(ζ) = (uξ ⊗ η)(ζ) = [L(ξ ⊗ e)(e)⊗ η](ζ) = 〈ζ, η〉L(ξ ⊗ e)(e)
= L(ξ ⊗ e)(〈ζ, η〉e) = L(ξ ⊗ e)[(e⊗ η)(ζ)] = [L(ξ ⊗ e)(e⊗ η)](ζ)
= L((ξ ⊗ e)(e⊗ η))(ζ) = L(ξ ⊗ η)(ζ),

hence Lu(ξ ⊗ η) = L(ξ ⊗ η). Since {ξ ⊗ η : ξ, η ∈ s} is a Schauder basis in L(s′, s), it follows
that Lu = L.

Likewise, (2.4) implies for ζ ∈ s

Ru(ξ ⊗ η)(ζ) = [(ξ ⊗ η)ũ](ζ) = 〈uζ, η〉ξ = 〈R(e⊗ η)(ζ), e〉ξ = (ξ ⊗ e)((R(e⊗ η)(ζ)) =
= [(ξ ⊗ e)R(e⊗ η)](ζ) = R((ξ ⊗ e)(e⊗ η))(ζ) = R(ξ ⊗ η)(ζ),

and therefore Ru = R. Hence %̃(u) = (Lu, Ru) = (L,R), and thus %̃ is surjective. 2



Chapter 3
Spectral and Schmidt representations

As we have already seen in Preliminaries §6, elements of L(s′, s) can be regarded as compact
operators on `2, and therefore every infinite-dimensional normal operator x ∈ L(s′, s) has the
spectral representation

x =
∞∑
k=1

λkPk,

where (λk)k∈N is a non-increasing (in modulus) null sequence of nonzero pairwise different com-
plex numbers, (Pk)k∈N is a sequence of nonzero pairwise orthogonal finite-dimensional projec-
tions and the series converges in the operator norm || · ||`2→`2 (see e.g. [7, Th. 7.6]). Moreover,
every operator x ∈ L(s′, s) has a Schmidt representation of the form

x =
∞∑
k=1

sk〈·, fk〉gk,

where (sk)k∈N ⊂ [0,∞) is a non-increasing null sequence, (fk)k∈N, (gk)k∈N are orthonormal
sequences in `2 and the series converges in the norm || · ||`2→`2 (see e.g. [20, Prop. 16.3]).

In this chapter we derive necessary and sufficient conditions on these representations for a
compact operator to belong to L(s′, s). In both representations a crucial role is played by the
property (DN) (see [20, Def. p. 359] and Definition 1.2); to be more precise, it is important
that the operator norm || · ||`2→`2 is a dominating norm on L(s′, s) (see Proposition 3.2). To my
best knowledge the property (DN) has not been used yet in investigations of L(s′, s).

3.1 Spectral representation of normal operators

In this section we prove the following theorem on the spectral representation of normal elements
in L(s′, s) which leads to a spectral characterization of normal elements in L(s′, s) (see Corollary
3.6 below).

Theorem 3.1. Every infinite-dimensional normal operator x in L(s′, s) has a unique spectral
representation x =

∑∞
k=1 λkPk, where (λk)k∈N is a non-increasing (in modulus) sequence in

s of nonzero pairwise different elements, (Pk)k∈N is a sequence of nonzero pairwise orthogonal
finite-dimensional projections belonging to L(s′, s) and the series converges absolutely in L(s′, s).
Moreover, (|λk|θ||Pk||q)k∈N ∈ s for all q ∈ N0 and all θ ∈ (0, 1].

15
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Since L(s′, s) ∼= s as a Fréchet space, from Proposition 1.4, it follows that L(s′, s) has the
property (DN). The following result, which is closely related to the result of K. Piszczek [27,
Th. 4], shows much more. For convenience, we give a more straightforward proof.

Proposition 3.2. The norm || · ||`2→`2 is a dominating norm on L(s′, s).

Proof. Clearly, ||x||`2→`2 = ||x||0 for x ∈ L(s′, s). By [33, Th. 4.3] (see the proof), the
conclusion is equivalent to the condition

∀q ∈ N0, θ > 0 ∃r ∈ N0, C > 0 ∀h > 0 || · ||q ≤ C
(
hθ|| · ||r + 1

h
|| · ||0

)
.

By Proposition 1.4, the norm | · |0 is a dominating norm on s. Hence, again by [33, Th. 4.3], we
get

∀q ∈ N0, η > 0 ∃r ∈ N0, D0 > 0 ∀k > 0 | · |q ≤ D0

(
kη| · |r + 1

k
| · |0

)
.

Now, by the bipolar theorem (see e.g. [20, Th. 22.13]), we obtain (following the proof of [20,
Lemma 29.13]) an equivalent condition

∀q ∈ N0, η > 0 ∃r ∈ N0, D > 0 ∀k > 0 U◦q ⊂ D
(
kηU◦r + 1

k
U◦0

)
, (3.1)

where Uq := {ξ ∈ s : |ξ|q ≤ 1} and U◦q is its polar. If θ > 0 and h ∈ (0, 1] are given, we define
η := 2θ + 1 and k :=

√
h. Since k2η ≤ kη−1, we obtain

U◦q ⊗ U◦q := {x⊗ y : x, y ∈ U◦q } ⊂ D
(
kηU◦r + 1

k
U◦0

)
⊗D

(
kηU◦r + 1

k
U◦0

)
⊂ D2

(
k2ηU◦r ⊗ U◦r + 2kη−1U◦r ⊗ U◦r + 1

k2U
◦
0 ⊗ U◦0

)
⊂ 3D2

(
kη−1U◦r ⊗ U◦r + 1

k2U
◦
0 ⊗ U◦0

)
= 3D2

(
hθU◦r ⊗ U◦r + 1

h
U◦0 ⊗ U◦0

)
.

Since r and D in the condition (3.1) can be choosen so that q ≤ r and D ≥ 1, we obtain

U◦q ⊗ U◦q ⊂ U◦r ⊗ U◦r ⊂ 3D2
(
hθU◦r ⊗ U◦r + 1

h
U◦0 ⊗ U◦0

)
for h > 1, whence

∀q ∈ N0, θ > 0 ∃r ∈ N0, C > 0 ∀h > 0 U◦q ⊗ U◦q ⊂ C
(
hθU◦r ⊗ U◦r + 1

h
U◦0 ⊗ U◦0

)
.

Therefore,

sup
z∈U◦q⊗U◦q

|z(x)| ≤ C sup
{
|z(x)| : z ∈ hθU◦r ⊗ U◦r + 1

h
U◦0 ⊗ U◦0

}

= C sup
{
|(z′ + z′′)(x)| : z′ ∈ hθU◦r ⊗ U◦r , z′′ ∈

1
h
U◦0 ⊗ U◦0

}
≤ C sup

{
|z′(x)|+ |z′′(x)| : z′ ∈ hθU◦r ⊗ U◦r , z′′ ∈

1
h
U◦0 ⊗ U◦0

}
= C

(
hθ sup

z∈U◦r⊗U◦r
|z(x)|+ 1

h
sup

z∈U◦0⊗U
◦
0

|z(x)|
)
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for all x :=
∑n
j=1 xj ⊗ yj ∈ s⊗ s.

Let χ : s⊗ s→ L(s′, s), χ
(∑n

j=1 xj ⊗ yj
)
(z) :=

∑n
j=1 z(yj)xj . We have, for all p ∈ N0,

sup
z∈U◦p⊗U◦p

∣∣∣∣z( n∑
j=1

xj ⊗ yj
)∣∣∣∣ = sup

{∣∣∣∣ n∑
j=1

z1(xj)z2(yj)
∣∣∣∣ : z1, z2 ∈ U◦p

}

= sup
{∣∣∣∣z1

( n∑
j=1

z2(yj)xj
)∣∣∣∣ : z1, z2 ∈ U◦p

}

= sup
{∣∣∣∣ n∑

j=1
z(yj)xj

∣∣∣∣
p

: z ∈ U◦p
}

= sup
{∣∣∣∣χ( n∑

j=1
xj ⊗ yj

)
(z)
∣∣∣∣
p

: z ∈ U◦p
}

=
∣∣∣∣∣∣∣∣χ( n∑

j=1
xj ⊗ yj

)∣∣∣∣∣∣∣∣
p

.

Hence ∣∣∣∣∣∣∣∣χ( n∑
j=1

xj ⊗ yj
)∣∣∣∣∣∣∣∣

q

≤ C
(
hθ
∣∣∣∣∣∣∣∣χ( n∑

j=1
xj ⊗ yj

)∣∣∣∣∣∣∣∣
r

+ 1
h

∣∣∣∣∣∣∣∣χ( n∑
j=1

xj ⊗ yj
)∣∣∣∣∣∣∣∣

0

)
.

Finally, since the set {χ
(∑n

j=1 xj ⊗ yj
)

: xj , yj ∈ s, k ∈ N} is dense in L(s′, s), we obtain

||x||q ≤ C
(
hθ||x||r + 1

h
||x||0

)
for all x ∈ L(s′, s). 2

Lemma 3.3. Let (E, (|| · ||q)q∈N0) be a Fréchet space with the property (DN) and let || · ||p be a
dominating norm. If (xk)k∈N ⊂ E, (λk)k∈N ⊂ C satisfy the conditions

(i) supk∈N ||xk||p <∞,

(ii) ∀q ∈ N0 supk∈N |λk| ||xk||q <∞,

then
∀q ∈ N0 ∀θ ∈ (0, 1] sup

k∈N
|λk|θ||xk||q <∞.

Moreover, for any other sequence (yk)k∈N ⊂ E satisfying conditions (i) and (ii) we have

∀q ∈ N0 ∀q′ ∈ N0 ∀θ ∈ (0, 1] sup
k∈N
|λk|θ||xk||q||yk||q′ <∞.

Proof. Fix q ∈ N0 and θ ∈ (0, 1). Since || · ||p is a dominating norm on E, there are C > 0 and
r ∈ N0 such that

||xk||q ≤ C||xk||1−θp ||xk||θr (3.2)

for all k ∈ N (see Preliminaries §2, condition 1.2). Let C1 := supk∈N ||xk||p < ∞, C2 :=
supk∈N |λk| ||xk||q <∞. Then by (3.2),

|λk|θ||xk||q ≤ C||xk||1−θp (|λk| ||xk||r)θ ≤ CC1−θ
1 Cθ2 =: C3,

where C3 does not depend on k.
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To prove the second assertion we also fix q′ ∈ N0 and let (yk)k∈N ⊂ E satisfy conditions (i)
and (ii). We have

|λk|θ||xk||q||yk||q′ = (|λk|θ/2||xk||q)(|λk|θ/2||yk||q′)

and from the first part of the proof,

sup
k∈N
|λk|θ/2||xk||q <∞ and sup

k∈N
|λk|θ/2||yk||q′ <∞,

so we are done. 2

Proposition 3.4. Let N be a finite set or N. If (Pk)k∈N is a sequence of pairwise orthogonal
finite-dimensional projections on `2, (λk)k∈N ⊂ C \ {0} and x :=

∑
k∈N λkPk ∈ L(s′, s) (the

series converging in the norm || · ||`2→`2), then (Pk)k∈N ⊂ L(s′, s).

Proof. Since, Pk = 1
λk
x ◦Pk, it follows that Pk : `2 → s. On the other hand, Pk = Pk ◦ 1

λk
x, so

Pk extends to Pk : s′ → `2. Hence Pk = Pk ◦ Pk : s′ → s. 2

Lemma 3.5. Let (λk)k∈N be a decreasing (in modulus) sequence of nonzero complex numbers
and let (Pk)k∈N be a sequence of nonzero pairwise orthogonal finite-dimensional projections on
`2. Moreover, assume that the series

∑∞
k=1 λkPk converges in the norm || · ||`2→`2 and its limit

belongs to L(s′, s). Then (λk)k∈N ∈ s, (Pk)k∈N ⊂ L(s′, s) and the series converges absolutely in
L(s′, s). Moreover, (|λk|θ||Pk||q)k∈N ∈ s for all q ∈ N0 and θ ∈ (0, 1].

Proof. By Proposition 1.20, the sequence of eigenvalues of the operator x :=
∑∞
k=1 λkPk

belongs to s. Clearly, each λk is an eigenvalue of
∑∞
k=1 λkPk and the number of its occurrences

is less than or equal to the geometric multiplicity, so (λk)k∈N is, likewise, in s. Moreover, by
Proposition 3.4, Pk ∈ L(s′, s) for k ∈ N.

Fix q ∈ N0 and θ ∈ (0, 1]. We will show that (|λk|θ||Pk||q)k∈N ∈ s, which implies that
the series

∑∞
k=1 λkPk converges absolutely in L(s′, s). For this purpose, consider the operator

Tx : L(`2)→ L(s′, s) which sends z ∈ L(`2) to the following composition (in L(s′, s)):

s′
x→ s ↪→ `2

z→ `2 ↪→ s′
x→ s.

By the closed graph theorem for Fréchet spaces (see e.g. [20, Th. 24.31]), Tx is continuous
and since the sequence of operators (Pk)k∈N is bounded in L(`2), the sequence (λ2

kPk)k∈N =
(TxPk)k∈N is bounded in L(s′, s), hence

sup
k∈N
|λk|2||Pk||q <∞.

Therefore, since || · ||`2→`2 is a dominating norm on L(s′, s) and ||Pk||`2→`2 = 1 for k ∈ N, Lemma
3.3 (applied to the sequences (λ2

k)k∈N and (Pk)k∈N) implies that

sup
k∈N
|λk|θ/2||Pk||q <∞.

Hence, by Proposition 1.6, we get

sup
k∈N
|λk|θ||Pk||qkq

′ ≤ sup
k∈N
|λk|θ/2||Pk||q · sup

k∈N
|λk|θ/2kq

′
<∞

for every q′ ∈ N0, which completes the proof. 2
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Now, it is not hard to prove the main theorem of this section.

Proof of Theorem 3.1. Let x be a normal infinite-dimensional operator in L(s′, s). The
operator x (as an operator on `2) is compact (see [11, Prop. 3.1]), thus by the spectral theorem
for normal compact operators (see e.g. [7, Th. 7.6]), x =

∑∞
k=1 λkPk, where (λk)k∈N is a

decreasing null sequence of nonzero pairwise different elements, (Pk)k∈N is a sequence of nonzero
pairwise orthogonal finite-dimensional projections and the series converges in the norm ||·||`2→`2 .
Now, the conclusion follows from Lemma 3.5. 2

As a corollary, we get a characterization of normal operators in L(s′, s) among compact
operators on `2 (remember that we identify elements of L(s′, s) with some compact operators
on `2).

Corollary 3.6. Let x be a compact infinite-dimensional normal operator on `2 with spectral
representation x =

∑∞
k=1 λkPk, i.e. (λk)k∈N is a non-increasing in modulus null sequence of

nonzero pairwise different complex numbers, (Pk)k∈N is a sequence of nonzero pairwise ortho-
gonal finite-dimensional projections and the series converges in the norm || · ||`2→`2. Then the
following assertions are equivalent:

(i) x ∈ L(s′, s);

(ii) Pk ∈ L(s′, s) for k ∈ N and (|λk|θ||Pk||q)k∈N ∈ s for all q ∈ N0 and θ ∈ (0, 1];

(iii) Pk ∈ L(s′, s) for k ∈ N, (λk)k∈N ∈ s and supk∈N |λk| ||Pk||q <∞ for all q ∈ N0;

(iv) Pk ∈ L(s′, s) for k ∈ N and
∑∞
k=1 |λk| ||Pk||q <∞ for all q ∈ N0.

Moreover, if x =
∑N
k=1 λkPk is a finite-dimensional operator on `2, then x ∈ L(s′, s) if and only

if Pk ∈ L(s′, s) for k = 1, . . . , N .

Proof. The implication (i)⇒(ii) follows directly from Theorem 3.1. The implications (ii)⇒(iii),
(iv)⇒(i) are trivial.

(iii)⇒(iv): We have
∞∑
k=1
|λk| ||Pk||q ≤ sup

k∈N
|λk|1/2||Pk||q ·

∞∑
k=1
|λk|1/2 <∞,

because, by Lemma 3.3, supk∈N |λk|1/2||Pk||q <∞ and, by Proposition 1.7, s ⊂ `1/2.
The finite-dimensional case is an immediate consequence of Proposition 3.4. 2

3.2 Schmidt representation

The technique used in the previous section can be applied to get the Schmidt representation of
arbitrary operators belonging to L(s′, s).

Proposition 3.7. Let N be a finite set or N. If (fk)n∈N and (gk)n∈N are orthonormal sequences
in `2, (λk)n∈N ⊂ C\{0} and x :=

∑
n∈N λk〈·, fk〉gk ∈ L(s′, s) (the series converging in the norm

|| · ||`2→`2), then (fk)k∈N, (gk)k∈N ⊂ s.

Proof. Since x : s′ → s, it follows that gk = 1
λk
xfk ∈ s for every k ∈ N . Moreover,∑

n∈N λk〈·, gk〉fk = x∗ ∈ L(s′, s) (see Proposition 1.8), hence fk = 1
λk
x∗gk ∈ s for every k ∈ N .

2
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Theorem 3.8. Let x be an infinite-dimensional operator in L(s′, s) with a Schmidt represen-
tation x =

∑∞
k=1 sk〈·, fk〉gk, i.e. (sk)k∈N ⊂ [0,∞) is a non-increasing null sequence, (fk)k∈N,

(gk)k∈N are orthonormal sequences in `2 and the series converges in the norm || · ||`2→`2. Then
(sk)k∈N ∈ s, (fk)k∈N, (gk)k∈N ⊂ s and the series converges absolutely in L(s′, s). Moreover,
(sθk|fk|q|gk|q)k∈N ∈ s for all q ∈ N0 and every θ ∈ (0, 1].

Proof. By Proposition 1.15, (sk)k∈N ∈ s and, by Proposition 3.7, (fk)k∈N, (gk)k∈N ⊂ s.
Take q ∈ N0 and θ ∈ (0, 1]. We claim that (sθk|fk|q|gk|q)k∈N ∈ s; this will imply that the

series
∑∞
k=1 sk〈·, fk〉gk converges absolutely in L(s′, s).

As in the proof of Lemma 3.5, we consider the continuous operator Tx : L(`2) → L(s′, s)
mapping z ∈ L(`2) to the composition:

s′
x→ s ↪→ `2

z→ `2 ↪→ s′
x→ s.

Since the sequence of one-dimensional operators (〈·, gk〉fk)k∈N is bounded in L(`2), it follows
that (s2

k〈·, fk〉gk)k∈N = (Tx(〈·, gk〉fk))k∈N is bounded in L(s′, s). Hence,

sup
k∈N

s2
k|fk|q|gk|q <∞,

because
||〈·, fk〉gk||q = |fk|q|gk|q.

Therefore, since || · ||`2→`2 is a dominating norm on L(s′, s) and ||〈·, fk〉gk||`2→`2 = 1 for k ∈ N,
Lemma 3.3 (applied to the sequences (s2

k)k∈N and (〈·, fk〉gk)k∈N) implies that

sup
k∈N
|sk|θ/2|fk|q|gk|q <∞.

If we combine this with Proposition 1.6, we get

sup
k∈N
|sk|θ|fk|q|gk|qkq

′ = sup
k∈N
|sk|θ/2|fk|q|gk|q · sup

k∈N
|sk|θ/2kq

′
<∞

for every q′ ∈ N0, which completes the proof. 2

Corollary 3.9. Let x be a compact infinite-dimensional normal operator on `2 with a Schmidt
representation x =

∑∞
k=1 sk〈·, fk〉gk. Then the following assertions are equivalent:

(i) x ∈ L(s′, s) (as an operator on `2);

(ii) fk, gk ∈ s for k ∈ N and (sθk|fk|q|gk|q)k∈N ∈ s for all q ∈ N0 and θ ∈ (0, 1];

(iii) fk, gk ∈ s for k ∈ N, (sk)k∈N ∈ s and supk∈N sk|fk|q|gk|q <∞ for all q ∈ N0;

(iv) fk, gk ∈ s for k ∈ N and
∑∞
k=1 sk|fk|q|gk|q <∞ for all q ∈ N0.

Moreover, if x =
∑N
k=1 sk〈·, fk〉gk is a Schmidt representation of a finite-dimensional operator

on `2, then x ∈ L(s′, s) if and only if fk, gk ∈ s for k = 1, . . . , N .

Proof. The implication (i)⇒(ii) follows directly from Theorem 3.8 and the implication (ii)⇒(iii)
is trivially satisfied.

(iii)⇒(iv): We have
∞∑
k=1

sk|fk|q|gk|q ≤ sup
k∈N

s
1/2
k |fk|q|gk|q ·

∞∑
k=1

s
1/2
k <∞,
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because, by Lemma 3.3 (applied to the space s and sequences (sk)k∈N, (fk)k∈N, (gk)k∈N),
supk∈N s

1/2
k |fk|q|gk|q <∞ and, by Proposition 1.7, s ⊂ `1/2.

(iv)⇒(i): By inequality (1.1) from Preliminaries §1, each 〈·, fk〉gk belongs to L(s′, s). Hence,
by assumption, the series

∑∞
k=1 sk〈·, fk〉gk is absolutely convergent in L(s′, s), and thus x ∈

L(s′, s).
The finite-dimensional case is an immediate consequence of Proposition 3.7. 2



Chapter 4
Closed commutative ∗-subalgebras of L(s′, s)

This chapter is devoted to the study of closed commutative ∗-subalgebras of L(s′, s). We apply
the spectral representation theorem for normal smooth operators (Theorem 3.1) to show that
such algebras are isomorphic (as Fréchet ∗-algebras) to Köthe algebras

λ∞((||Pk||q)k∈N,q∈N0)

(λ∞(||Pk||q) for short) for an appropriate sequence (Pk)k∈N of pairwise orthogonal projections
belonging to L(s′, s). Conversely, for every sequence (Pk)k∈N ⊂ L(s′, s) of pairwise orthogonal
projections, the algebra λ∞(||Pk||q) is isomorphic as a Fréchet ∗-algebra to a closed commutative
∗-subalgebra of L(s′, s). Observe that, since ||Pk||q ≥ ||Pk||`2 = 1, the Köthe space λ∞(||Pk||q)
is really a Fréchet ∗-algebra with pointwise multiplication and conjugation as involution.

Next, it turns out that every algebra λ∞(||Pk||q) is isomorphic (as a Fréchet ∗-algebra) to
some algebra

λ∞((max
j∈Nk

|fj |q)j∈N,q∈N0)

(again, to simplify notation, we write λ∞(max |fj |q)) for some orthonormal sequence (fj)j∈N ⊂ s
and a family {Nk}k∈N of finite nonempty pairwise disjoint sets of natural numbers, i.e. they
are isomorphic to closed ∗-subalgebras of λ∞(|fj |q). That is why we can reduce investigations
of closed commutative ∗-subalgebras of L(s′, s) to the study of orthonormal sequences whose
elements belong to the space s. Developing this idea, we give a characterization of some special
types of closed commutative ∗-subalgebras of L(s′, s): so-called maximal subalgebras, subalge-
bras which are isomorphic to some closed ∗-subalgebras of s (note that s is a commutative Fréchet
∗-algebra with pointwise multiplication and conjugation) and orthogonally complemented subal-
gebras. In particular, we show that every orthogonally complemented commutative ∗-subalgebra
of L(s′, s) is isomorphic to a ∗-subalgebra of s. We also provide some examples showing that
not every commutative ∗-subalgebra of L(s′, s) can be embedded isomorphically into s as a
∗-subalgebra as well as that not every closed commutative ∗-subalgebra of L(s′, s) embeddable
in s is orthogonally complemented.

In this chapter ek denotes the vector in CN whose k-th coordinate equals 1 and the others
equal 0.

22
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4.1 Köthe algebra representation of closed commutative
∗-subalgebras of L(s′, s)

In the first section we show, applying the spectral representation theorem for normal smooth
operators (Theorem 3.1), that minimal projections (Pk)k∈N of a closed commutative ∗-subalgebra
A of L(s′, s) form in A a Schauder basis (the so-called canonical Schauder basis of A, see Lemma
4.4). Several consequences of this fact are derived; in particular, we prove that A is isomorphic
as a Fréchet ∗-algebra to the corresponding Köthe algebra λ∞(||Pk||q) (Theorem 4.9). This will
be also the starting point for the next sections.

Lemma 4.1. Let A be a subalgebra of the algebra Ã over C. Let N ∈ N, a1, . . . , aN ∈ Ã,
λ1, . . . , λN ∈ C, aj 6= 0, a2

j = aj, ajak = 0 for j 6= k, λj 6= 0 and λj 6= λk for j 6= k. Then
a1, . . . , aN ∈ A whenever λ1a1 + . . .+ λNaN ∈ A.

Proof. We use induction on N . The case N = 1 is trivial.
Assume that the conclusion holds for all M < N . Let a := λ1a1 + . . .+λNaN ∈ A. We have

λ2
1a1 + . . .+ λ2

NaN = a2 ∈ A,

and, on the other hand,
λNλ1a1 + . . .+ λ2

NaN = λNa ∈ A

so
(λ2

1 − λNλ1)a1 + . . .+ (λ2
N−1 − λNλN−1)aN−1 = a2 − λNa ∈ A.

Since λj 6= 0 and λj 6= λN for j ∈ {1, . . . , N − 1}, we have λ2
j − λNλj = λj(λj − λN ) 6= 0 for

j ∈ {1, . . . , N − 1}. If λ2
j − λNλj are pairwise different then, from the inductive assumption,

a1, . . . , aN−1 ∈ A so aN ∈ A as well.
Assume that these numbers are not pairwise different. Then we define an equivalence relation

R on the set {1, . . . , N − 1} in the following way:

jRk ⇔ λj(λj − λN ) = λk(λk − λN ).

Let I1, . . . , IN1 denote the equivalence classes which contain no less than two elements and let
I0 := {i1, . . . , iN0} be the remaining indices. From our assumption, I1 6= ∅. For j ∈ {1, . . . , N1}
and k ∈ Ij let

λ′j := λk(λk − λN )

and let
a′j :=

∑
n∈Ij

an.

We also define

λ′N1+1 := λi1(λi1 − λN ), λ′N1+2 := λi2(λi2 − λN ), . . . , λ′N1+N0 := λiN0
(λiN0

− λN )

and
a′N1+1 := ai1 , a

′
N1+2 := ai2 , . . . , a

′
N1+N0 := aiN0

.

Clearly, 1 ≤ N ′ := N1 + N0 < N , a′j 6= 0, a′2j = a′j , a′ja′k = 0, λ′j 6= 0, λ′j 6= λ′k for j, k ∈
{1, . . . , N ′}, j 6= k and

λ′1a
′
1 + . . .+ λ′N ′a

′
N ′ = a2 − λNa ∈ A.
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From the inductive assumption, a′1 ∈ A, hence

∑
n∈I1

λnan =
∑
n∈I1

an ·
N∑
n=1

λnan = a′1a ∈ A.

Again, from the inductive assumption, an ∈ A for n ∈ I1, and therefore
∑
n∈{1,...,N}\I1 λnan ∈ A.

Once again, from the inductive assumption, an ∈ A for n ∈ {1, . . . , N}\I1. Thus a1, . . . , aN ∈ A,
which completes the proof. 2

Recall that, by Theorem 3.1, every infinite-dimensional normal operator x ∈ L(s′, s) has a
unique spectral representation

x =
∞∑
k=1

λkPk,

where (λk)k∈N is a non-increasing (in modulus) sequence in s of nonzero pairwise different
elements, (Pk)k∈N is a sequence of nonzero pairwise orthogonal finite-dimensional projections
belonging to L(s′, s) (i.e., Pk as an operator on `2, is a projection) and the series converges
absolutely in L(s′, s).

Proposition 4.2. Let A be a closed ∗-subalgebra of L(s′, s) (not necessarily commutative) and
let x be an infinite-dimensional normal operator in L(s′, s) with spectral representation x =∑∞
k=1 λkPk. Then x ∈ A if and only if Pk ∈ A for all k ∈ N.

Proof. Let N0 := 0, N1 := sup{k ∈ N : |λk| = |λ1|} and for j = 2, 3, . . . let Nj := sup{k ∈ N :
|λk| = |λNj−1+1|}. Since (|λk|)k∈N is a null sequence, we have Nj <∞ for all j ∈ N.

By Theorem 3.1, if Pk ∈ A for all k ∈ N then x ∈ A. To prove the converse assume that
x ∈ A. Then x∗ =

∑∞
k=1 λkPk ∈ A so xx∗ =

∑∞
k=1 |λk|2Pk ∈ A, whence

yn :=
∞∑
k=1

( |λk|
|λ1|

)2n
Pk =

(
xx∗

|λ1|2
)n
∈ A

for all n ∈ N. Hence for arbitrary q and n we get

||yn − (P1 + . . .+ PN1)||q =
∣∣∣∣∣∣∣∣ ∞∑
k=1

( |λk|
|λ1|

)2n
Pk − (P1 + . . .+ PN1)

∣∣∣∣∣∣∣∣
q

=
∣∣∣∣∣∣∣∣ ∞∑
k=N1+1

( |λk|
|λ1|

)2n
Pk

∣∣∣∣∣∣∣∣
q

≤
∞∑

k=N1+1

( |λk|
|λ1|

)2n
||Pk||q

≤ 1
|λ1|

( |λN1+1|
|λ1|

)2n−1 ∞∑
k=N1+1

|λk| ||Pk||q.

By Theorem 3.1,
∑∞
k=N1+1 |λk| ||Pk||q <∞, and moreover |λN1+1|

|λ1| < 1. Thus

||yn − (P1 + . . .+ PN1)||q → 0

as n→∞. Therefore, since A is closed, we conlude that P1 + . . .+ PN1 ∈ A. Consequently,
∞∑

k=N1+1
|λk|2Pk = xx∗ − |λ1|2(P1 + . . .+ PN1) ∈ A;
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hence, proceeding by induction, PNj+1 + . . .+ PNj+1 ∈ A for j ∈ N0, so

Nj+1∑
k=Nj+1

λkPk = (PNj+1 + . . . PNj+1)x ∈ A.

Finally, by Lemma 4.1, Pk ∈ A for k ∈ N. 2

Proposition 4.3. For every othonormal system (fk)k∈N in `2 and a sequence (λk)k∈N ∈ c0, the
series

∑∞
k=1 λk〈·, fk〉fk converges in the norm || · ||l2→l2.

Proof. This is a simple consequence of the Pythagorean theorem and the Bessel inequality. 2

Lemma 4.4. Let A be a commutative subalgebra of L(s′, s). Let P denote the set of nonzero
(self-adjoint) projections belonging to A and let M be the set of minimal elements in P with
respect to the order relation

∀P,Q ∈ P P � Q⇔ PQ = QP = P.

Then

(i) M is an at most countable family of pairwise orthogonal projections belonging to L(s′, s)
such that

∀P ∈ P ∃P ′1, . . . , P ′m ∈M P = P ′1 + · · ·+ P ′m.

(ii) If A is also a closed ∗-subalgebra of L(s′, s), then M is a Schauder basis in A.

For a closed commutative ∗-subalgebra A of L(s′, s) the Schauder basis M from Lemma 4.4
will be called the canonical Schauder basis (of A).
Proof. (i) By definition

M = {P ∈ P : ∀Q ∈ P (Q � P ⇒ Q = P )}.

Firstly, we will show that

∀P ∈ P ∃P ′1, . . . , P ′m ∈M P = P ′1 + · · ·+ P ′m. (4.1)

Take P ∈ P. If P ∈ M, then we are done. Otherwise, there is Q ∈ P such that Q � P ,
Q 6= P . Of course, P − Q ∈ P. If Q,P − Q ∈ M, then P = Q + (P − Q) is the desired
decomposition. Otherwise, we decompose Q or P − Q into smaller projections as was done
above for P . Since P is finite-dimensional, after finitely many steps we finish our procedure.

Next, we shall prove that projections in M are pairwise orthogonal. Let P,Q ∈ M, P 6= Q
and suppose, to derive a contradiction, that PQ 6= 0. Since A is commutative,

(PQ)2 = P 2Q2 = PQ and (PQ)∗ = PQ

and thus PQ ∈ P. Moreover,
P (PQ) = P 2Q = PQ

so PQ � P . Now, PQ 6= P implies that P /∈ M and if PQ = P then Q /∈ M, which is a
contradiction.

Finally, since projections inM are pairwise orthogonal (as projections on `2),M is at most
countable.
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(ii) Let x ∈ A. If x is finite-dimensional, then x has spectral decomposition of the form∑N
k=1 µkQk. Hence by Lemma 4.1 and (i), x is a linear combination of projections in M.

Assume that x is infinite-dimensional and let x =
∑∞
k=1 µkQk (spectral representation of x).

Since A is a closed commutative ∗-subalgebra of L(s′, s), by Proposition 4.2, Qk ∈ A for k ∈ N.
Next, from (i),

∀k ∈ N ∃Q(k)
1 , . . . , Q

(k)
lk
∈M Qk =

lk∑
j=1

Q
(k)
j .

Hence

x =
∞∑
k=1

lk∑
j=1

µkQ
(k)
j .

For l0 = 0, j = l0 + l1 + . . .+ lk−1 + n, 1 ≤ n ≤ lk let Pj := Q
(k)
n and let λj := µk. Consider the

series
∑∞
k=1 λkPk. Clearly, if the series converges in L(s′, s) (or in || · ||`2→`2) then its limit is x.

We shall first show that the series converges in the norm || · ||`2→`2 .
Since Pk is a (self-adjoint) projection of finite dimension dk, we have Pk =

∑dk
j=1〈·, e

(k)
j 〉e

(k)
j

for every orthonormal basis
(
e

(k)
j

)dk
j=1 of the image of Pk. For d0 = 0, j = d0 +d1 + . . .+dk−1 +n,

1 ≤ n ≤ dk let ej := e
(k)
n and let λ′j := λk. By Proposition 4.3, the series

∑∞
j=1 λ

′
j〈·, ej〉ej

converges in the norm || · ||`2→`2 . Hence
∑∞
k=1 λkPk converges in the norm || · ||`2→`2 because

(
∑N
k=1 λkPk)N∈N is a subsequence of the sequence of partial sums of the series

∑∞
j=1 λ

′
j〈·, ej〉ej .

Now, by Lemma 3.5, x =
∑∞
k=1 λkPk and the series converges absolutely in L(s′, s). This

shows that every operator in A is represented by an absolutely convergent series
∑∞
k=1 λ

′′
kP
′′
k

with P ′′k ∈M. To prove the uniquness of this representation assume that
∑∞
k=1 λ

′′
kP
′′
k = 0. Then

λ′′mP
′′
m = P ′′m

∞∑
k=1

λ′′kP
′′
k = 0

so λ′′m = 0 for m ∈ N. This shows that the sequence of coefficients is unique, hence M is a
Schauder basis in A. 2

If A is an arbitrary algebra, then Â denotes the set of nonzero ∗-multiplicative functionals
on A (the so-called Gelfand space of A).

Corollary 4.5. The set Â of nonzero ∗-multiplicative functionals on a closed commutative ∗-
subalgebra A of L(s′, s) is exactly the set of coefficient functionals with respect to the canonical
Schauder basis of A.

Proof. Clearly, every coefficient functional is ∗-multiplicative. Conversely, if ϕ is a nonzero
∗-multiplicative functional on A and {Pn}n∈N is the canonical Schauder basis then ϕ(Pn) =
ϕ(P 2

n) = (ϕ(Pn))2, thus ϕ(Pn) = 0 or ϕ(Pn) = 1. Suppose that ϕ(Pn) = ϕ(Pm) = 1 for n 6= m.
Then

2 = ϕ(Pn) + ϕ(Pm) = ϕ(Pn + Pm) = ϕ((Pn + Pm)2) = (ϕ(Pn + Pm))2

= (ϕ(Pn) + ϕ(Pm))2 = 4,

a contradiction. Hence, there is at most one n ∈ N such that ϕ(Pn) = 1. If ϕ(Pn) = 0 for all
n ∈ N then, since {Pn}n∈N is a basis, ϕ = 0, a contradiction. Thus, there is exactly one n ∈ N
such that ϕ(Pn) = 1 and ϕ(Pm) = 0 for m 6= n, i.e. ϕ is a coefficient functional. 2
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Corollary 4.6. Let A be one of the following Fréchet ∗-algebras with pointwise multiplication
(without a unit):

(i) the algebra S(Rn) of rapidly decreasing smooth functions;

(ii) the algebra D(K) of test functions with support in a compact set K ⊂ Rn such that int(K) 6=
∅;

(iii) the algebra C∞a (M) of smooth functions on a compact smooth manifold M vanishing at
a ∈M ;

(iv) the algebra C∞a (Ω) of smooth functions on Ω vanishing at a ∈ Ω, where Ω 6= ∅ is an open
bounded subset of Rn with C1-boundary;

(v) the algebra Ea(K) of Withney jets on a compact set K ⊂ Rn with the extension property,
flat at a ∈ K and such that int(K) 6= ∅.

Then A is isomorphic to s as a Fréchet space but it is not isomorphic to any closed commutative
∗-subalgebra of L(s′, s) as a Fréchet ∗-algebra.

Proof. It is well-known that the spaces in (i)–(v) are isomorphic to s as Fréchet spaces (see
e.g. [20, Ch. 31], [32, Satz 4.1]).

To prove the second assertion let us compare the relevant sets of ∗-multiplicative function-
als. If A is one of the spaces from items (i)–(v), then every point evaluation functional on A
is ∗-multiplicative and since the underlying space has the cardinality c of the continuum, the
cardinality of the set of ∗-multiplicative functionals on A is no less than c. On the other hand,
by Corollary 4.5, the set of ∗-multiplicative functionals on any infinite dimensional closed com-
mutative ∗-subalgebra of L(s′, s) is at most countable, hence none of the spaces from (i)–(v) is
isomorphic to A. 2

It is clear that the algebra s with pointwise multiplication and conjugation is a ∗-subalgebra
of L(s′, s) (consider, for example, diagonal operators). The previous corollary shows that it is
not the case for many other interesting Fréchet ∗-algebras isomorphic to s (as Fréchet spaces).

For a subset Z of L(s′, s) we will denote by alg(Z) the closed ∗-subalgebra of L(s′, s) generated
by Z.

Proposition 4.7. If {Pk}k∈N is a family of pairwise orthogonal projections belonging to L(s′, s),
then

alg({Pk}k∈N ) = lin({Pk}k∈N )

and alg({Pk}k∈N ) is a commutative ∗-algebra.

Proof. Clearly, lin({Pk}k∈N ) ⊆ alg({Pk}k∈N ) and lin({Pk}k∈N ) is a commutative ∗-algebra.
By the continuity of multiplication and involution, lin({Pk}k∈N ) is a commutative ∗-algebra as
well. Hence, lin({Pk}k∈N ) = alg({Pk}k∈N ). 2

Proposition 4.8. Every sequence {Pk}k∈N ⊂ L(s′, s) of nonzero pairwise orthogonal projections
is the canonical Schauder basis of the algebra alg({Pk}k∈N ). In particular, {Pk}k∈N is a basic
sequence in L(s′, s), i.e. it is a Schauder basis of the Fréchet space lin({Pk}k∈N ).
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Proof. Let M be the canonical Schauder basis of A := alg({Pk}k∈N ) which consists of all
projections which are minimal with respect to the order relation described in Lemma 4.4. We
shall show that {Pk}k∈N =M, and then the second statement follows from Proposition 4.7.

Fix k ∈ N and assume that Q � Pk for some nonzero projection Q ∈ A, i.e. QPk = Q. Since
A = lin({Pk}k∈N ), we have

Q = lim
j→∞

Mj∑
n=1

λ(j)
n Pn

for some Mj ∈ N and λ
(j)
n ∈ C. From the continuity of algebra multiplication and scalar

multiplication, we get

Q = QPk =
(

lim
j→∞

Mj∑
n=1

λ(j)
n Pn

)
Pk = lim

j→∞

( Mj∑
n=1

λ(j)
n PnPk

)
= lim

j→∞
λ

(j)
k Pk

= ( lim
j→∞

λ
(j)
k )Pk = λkPk,

where λk := limj→∞ λ
(j)
k ∈ C. Since Q is a nonzero projection, we deduce that λk = 1 and

Q = Pk. Hence {Pk}k∈N ⊆M.
Now, suppose that there is a projection Q in M\ {Pk}k∈N . We have already proved that

{Pk}k∈N ⊆ M, hence by Lemma 4.4(i), Qx = 0 for all x ∈ lin({Pk}k∈N ). By continuity
of multiplication, Qx = 0 for every x ∈ lin({Pk}k∈N ) = A. In particular, Q = Q2 = 0, a
contradiction. Hence, {Pk}k∈N =M. 2

Closed commutative ∗-subalgebras of L(s′, s) are, in some sense, quite simple: each of them
is generated by a single operator and also by its spectral projections. From nuclearity we also
get the following sequence space representations.

Theorem 4.9. Let A be a closed commutative infinite-dimensional ∗-subalgebra of L(s′, s) and
let {Pk}k∈N be the canonical Schauder basis of A (see Lemma 4.4 and the definition below).
Then

A = alg({Pk}k∈N) ∼= λ∞(||Pk||q)

as Fréchet ∗-algebras and the isomorphism is given by Pk 7→ ek for k ∈ N. Moreover, there is
an operator x ∈ A with spectral representation x =

∑∞
k=1 λkPk such that A = alg(x).

Proof. By Proposition 4.7, A = lin({Pk}k∈N) = alg({Pk}k∈N), and, from the nuclearity of the
space L(s′, s) ∼= s (see Preliminaries §1),

A ∼= λ1(||Pk||q) = λ∞(||Pk||q)

as Fréchet spaces (see e.g. [20, Cor. 28.13, Prop. 28.16]), where the isomorphism is given
by Pk 7→ ek for k ∈ N. Moreover, since on the linear span of {Pk}k∈N multiplication (resp.
involution) corresponds to pointwise multiplication (resp. conjugation) in λ1(||Pk||q), the iso-
morphism is also a ∗-algebra isomorphism, where the Köthe space is equipped with pointwise
multiplication.

Now, we shall show that there is a decreasing sequence (λk)k∈N of positive numbers such that
the series

∑∞
k=1 λkPk is absolutely convergent in L(s′, s). To do so, choose a sequence (Cq)q∈N

such that Cq ≥ max1≤k≤q ||Pk||q. Clearly, Cq/||Pk||q ≥ 1 for q ≥ k, so

inf
q∈N

Cq
||Pk||q

≥ min
{

C1
||Pk||1

,
C2
||Pk||2

, . . . ,
Ck−1
||Pk||k−1

, 1
}
> 0
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for k ∈ N. Let λ1 := 1 and let

λk := min
{ 1
k2 inf

q∈N

Cq
||Pk||q

,
λk−1

2

}
.

Then λk > 0, the sequence (λk)k∈N is strictly decreasing and

∞∑
k=1

λk||Pk||q ≤
∞∑
k=1

1
k2 inf

r∈N

Cr
||Pk||r

||Pk||q ≤ Cq
∞∑
k=1

1
k2 <∞.

Consequently, x :=
∑∞
k=1 λkPk ∈ L(s′, s) and this series is the spectral representation of

x. Moreover, since Pk ∈ A for k ∈ N and A is closed, we have x ∈ A. Finally, the equality
alg(x) = alg({Pk}k∈N) is a consequence of Proposition 4.2. 2

4.2 Closed maximal commutative ∗-subalgebras of L(s′, s)
A closed commutative ∗-subalgebra of L(s′, s) is said to be maximal commutative if it is not
properly contained in any larger closed commutative ∗-subalgebra of L(s′, s). We begin this
section with a characterization of canonical Schauder bases of closed maximal commutative
∗-subalgebras of L(s′, s) (Theorem 4.11). Then we show that every such algebra A is isomorphic
to a Köthe algebra λ∞(|fk|q), where (fk)k∈N ⊂ s is an orthonormal sequence corresponding to
the canonical Schauder basis of A (Corollaries 4.16, 4.21).

By the Kuratowski-Zorn lemma, every closed commutative ∗-subalgebra of L(s′, s) is con-
tained in some closed maximal commutative ∗-subalgebra of L(s′, s) (Proposition 4.12), and
therefore the class of closed commutative ∗-subalgebras of L(s′, s) is (in the sense of Fréchet
∗-algebra isomorphism) the class of closed commutative ∗-subalgebras of λ∞(|fk|q), (fk)k∈N ⊂ s
being an orthonormal sequence (see Theorems 4.17, 4.20 and Corollaries 4.22, 4.23). We provide
formulas for the corresponding isomorphisms; the Kuratowski-Zorn lemma is used only in the
proofs of Propositions 4.12 and 4.13.

For a subset Z of L(s′, s), the set

comm(Z) := {x ∈ L(s′, s) : xy = yx for all y ∈ Z}

is called the commutant of Z. Let us note that the commutant of Z ⊂ L(s′, s) differs from the
classical commutant of Z as a subset of L(`2). We will also show the relation between closed
maximal commutative ∗-subalgebras of L(s′, s) and their commutants (see Theorem 4.11 and
compare with the case of C∗-algebras [24, 2.8.1]).

Proposition 4.10. For every self-adjoint subset Z of L(s′, s), the commutant comm(Z) is a
closed ∗-subalgebra of L(s′, s).

Proof. Clearly, if x, y commute with every z ∈ Z then λx, x+ y, xy and x∗ commute as well.
Hence, from the continuity of the algebra operations and the involution, comm(Z) is a closed
∗-subalgebra of L(s′, s). 2

We say that a sequence {Pk}k∈N of nonzero pairwise orthogonal projections belonging to
L(s′, s) is complete if there is no nonzero projection P belonging to L(s′, s) such that PkP = 0
for every k ∈ N. We say that an orthonormal system (fk)k∈N of `2 is s-complete, if every fk
belongs to s and for every ξ ∈ s the following implication holds: if 〈ξ, fk〉 = 0 for every k ∈ N,
then ξ = 0.
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Theorem 4.11. For a closed commutative ∗-subalgebra A of L(s′, s) the following assertions
are equivalent:

(i) A is maximal commutative;

(ii) the canonical Schauder basis {Pk}k∈N of A is a complete sequence of pairwise orthogonal
one-dimensional projections belonging to L(s′, s);

(iii) there is an s-complete sequence (fk)k∈N such that (〈·, fk〉fk)k∈N is the canonical Schauder
basis of A.

(iv) A = comm(A).

Proof. (i)⇒(ii): Suppose that for some m ∈ N the projection Pm is not one-dimensional. Then
there are two nonzero pairwise orthogonal projections Q1, Q2 ∈ L(s′, s) such that Pm = Q1 +Q2.
By Proposition 4.7, lin({Pk : k 6= m}∪{Q1, Q2}) is a closed commutative ∗-subalgebra of L(s′, s),
and clearly

A = lin({Pk}k∈N) ⊆ lin({Pk : k 6= m} ∪ {Q1, Q2}).

By Proposition 4.8, {Pk}k∈N is the canonical Schauder basis of A, and {Pk : k 6= m} ∪ {Q1, Q2}
is the canonical Schauder basis of lin({Pk : k 6= m} ∪ {Q1, Q2}), so

A 6= lin({Pk : k 6= m} ∪ {Q1, Q2}).

Thus, A is not maximal, a contradiction.
If P ∈ L(s′, s) is a nonzero projection orthogonal to all Pk, then, using similar arguments, we

find that lin({Pk}k∈N∪{P}) is a closed commutative ∗-subalgebra of L(s′, s) properly containing
A, a contradiction.

(ii)⇔(iii): One can easily show that an orthonormal system (fk)k∈N is s-complete if and only
if the sequence of projections (〈·, fk〉fk)k∈N is complete in L(s′, s).

(ii)⇒(iv): Since A is commutative, we get A ⊂ comm(A). Now, suppose that there is
x ∈ comm(A) \ A. By Proposition 4.10, x∗ ∈ comm(A) so x + x∗, i(x − x∗) ∈ comm(A), and
moreover x∗ /∈ A. Since x = x+x∗

2 + i(x−x∗)
2i , we have x+ x∗ /∈ A or i(x− x∗) /∈ A. Without loss

of generality assume that x+x∗ /∈ A. The operator x+x∗ is self-adjoint, hence it has a spectral
representation

∑∞
m=1 µmQm. Then, by Propositions 4.2 and 4.10, Qm ∈ comm(A) for all m ∈ N

and there exists m0 for which Qm0 /∈ A (otherwise x + x∗ ∈ A). Let J := {k : Pk � Qm0} (see
the definition of � in Lemma 4.4). Since Qm0 is finite-dimensional, J is finite. One can easily
check that Qm0 −

∑
j∈J Pj is a projection (if J = ∅, then

∑
j∈J Pj := 0). Moreover,(

Qm0 −
∑
j∈J

Pj
)
Pn = 0 (4.2)

for all n ∈ N. Indeed, if n ∈ J , then from the definition of �, Qm0Pn = Pn, so(
Qm0 −

∑
j∈J

Pj
)
Pn = Qm0Pn − Pn = 0.

Let n /∈ J . We have Qm0Pn = PnQm0 because Qm0 ∈ comm(A). This implies that Qm0Pn
is a projection and imQm0Pn = imQm0 ∩ imPn. Therefore, since the projections Pn are one-
dimensional, we have Qm0Pn = Pn or Qm0Pn = 0. By our assumption, Qm0Pn 6= Pn, so
Qm0Pn = 0. Now, (

Qm0 −
∑
j∈J

Pj
)
Pn = Qm0Pn = 0.
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Since the sequence (Pk)k∈N is complete, (4.2) implies that Qm0 −
∑
j∈J Pj = 0. Hence

Qm0 ∈ A, a contradiction.
(iv)⇒(i): Follows directly from the definition of the commutant of A. 2

Proposition 4.12. Every closed commutative ∗-subalgebra of L(s′, s) is contained in some max-
imal commutative ∗-subalgebra of L(s′, s).

Proof. Let A be a closed commutative ∗-subalgebra of L(s′, s). Clearly,

A := {B : B commutative ∗-subalgebra of L(s′, s) and A ⊂ B}

with ⊆ is a partially ordered set. Consider a chain C in A and let ÃC :=
⋃
A∈C A. It is easy to

check that ÃC ∈ A, and, of course, ÃC is an upper bound of C. Hence, by the Kuratowski-Zorn
lemma, A has a maximal element; let us call it M . By the continuity of the algebra operations,
M
L(s′,s) is a closed commutative ∗-subalgebra of L(s′, s), hence from the maximality of M , we

have M = M
L(s′,s), i.e. M is a (closed) maximal commutative ∗-subalgebra of L(s′, s) containing

A. 2

Proposition 4.13. Every sequence of pairwise orthogonal projections belonging to L(s′, s) can
be extended by one-dimensional projections to a complete sequence.

Proof. Let {Pk}k∈N be a sequence of pairwise orthogonal projections belonging to L(s′, s).
Then, by Proposition 4.7, A := alg({Pk}k∈N ) is a closed commutative ∗-subalgebra of L(s′, s),
and, by Proposition 4.12, there is a maximal commutative ∗-subalgebra Ã of L(s′, s) containing
A. Hence, by Theorems 4.9 and 4.11, we have Ã = alg({Qk}k∈N) for some complete sequence
{Qk}k∈N of one-dimensional projections belonging to L(s′, s). By Lemma 4.4(i), for every k ∈ N
there exist Q(k)

1 , Q
(k)
2 , . . . , Q

(k)
lk
∈ {Qm}m∈N such that Pk =

∑lk
j=1Q

(k)
j , and, in consequence,

{Pk}k∈N ∪
(
{Qm}m∈N \

{
Q

(k)
j

}
k∈N ,1≤j≤lk

)
is a complete extension of the sequence {Pk}k∈N . 2

The property (DN) for the space s gives us the following useful inequality.

Proposition 4.14. For every p, r ∈ N0 there is q ∈ N0 such that for all ξ ∈ s with ||ξ||`2 = 1
the following inequality holds

|ξ|rp ≤ |ξ|q.

Proof. Take p, r ∈ N0 and let j ∈ N0 be such that r ≤ 2j . Applying iteratively (j-times) the
inequality from Proposition 1.4 to ξ ∈ s with ||ξ||`2 = 1 we get

|ξ|rp ≤ |ξ|2
j

p ≤ |ξ|2jp,

and thus the required inequality holds for q = 2jp. 2

Proposition 4.15. Let (fk)k∈N ⊂ s be an orthonormal sequence. Then

Φ: alg({〈·, fk〉fk}k∈N)→ λ∞(|fk|q), Φ
( ∞∑
k=1

λk〈·, fk〉fk

)
:= (λk)k∈N

is a Fréchet ∗-algebra isomorphism.
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Proof. By Proposition 4.8, {〈·, fk〉fk}k∈N is the canonical Schauder basis of alg({〈·, fk〉fk}k∈N).
Hence, by Theorem 4.9,

Φ0 : alg({〈·, fk〉fk}k∈N)→ λ∞(||〈·, fk〉fk||q), Φ0

( ∞∑
k=1

λk〈·, fk〉fk

)
:= (λk)k∈N

is a Fréchet ∗-algebra isomorphism. Moreover, we have

1 ≤ |fk|q ≤ |fk|2q = ||〈·, fk〉fk||q = |fk|2q ≤ |fk|2q

for q ∈ N0, where the last inequality follows from Proposition 4.14. Consequently,

λ∞(||〈·, fk〉fk||q) = λ∞(|fk|q)

as Fréchet ∗-algebras (notice that the algebra operations are the same in both algebras), which
completes the proof. 2

Let us recall that, by Theorem 4.11, the canonical Schauder basis of a maximal commutative
closed ∗-subalgebra of L(s′, s) is a sequence (〈·, fk〉fk)k∈N for some s-complete sequence (fk)k∈N.
Hence, by Theorem 4.9 and Proposition 4.15, we immediately get the following:

Corollary 4.16. Let A be a closed maximal commutative ∗-subalgebra of L(s′, s) with the
canonical Schauder basis (〈·, fk〉fk)k∈N. Then

A ∼= λ∞(|fk|q)

and the isomorphism is given by 〈·, fk〉fk 7→ ek for k ∈ N.

Theorem 4.17. Let A be an infinite-dimensional closed commutative ∗-subalgebra of L(s′, s) and
let (

∑
j∈Nk〈·, fj〉fj)k∈N be its canonical Schauder basis (here (fj)j∈N is an orthonormal sequence

in s). Then A is isomorphic as a Fréchet ∗-algebra to the closed ∗-subalgebra of λ∞(|fk|q)
generated by {

∑
j∈Nk ej}k∈N and the isomorphism is given by

∑
j∈Nk〈·, fj〉fj 7→

∑
j∈Nk ej for

k ∈ N.

Please note that (Nk)k∈N is a family of pairwise disjoint finite subsets of N.
Proof. Let B be the closed ∗-subalgebra of λ∞(|fn|q) generated by {

∑
j∈Nk ej}k∈N. Let

J : A = alg
({ ∑

j∈Nk

〈·, fj〉fj
}
k∈N

)
→ alg({〈·, fk〉fk}k∈N )

be the identity map and define

Φ: alg({〈·, fk〉fk}k∈N )→ λ∞(|fk|q)

by 〈·, fk〉fk 7→ ek, where N :=
⋃
k∈NNk. We consider the map Ψ := Φ ◦ J : A→ im(Φ ◦ J).

Clearly, Ψ(
∑
j∈Nk〈·, fj〉fj) =

∑
j∈Nk ej for k ∈ N. Moreover, by Proposition 4.15, Ψ is

a Fréchet ∗-algebra isomorphism and im Ψ is a closed ∗-subalgebra of λ∞(|fk|q). Hence, by
Proposition 4.7,

im Ψ = lin
({ ∑

j∈Nk

ej

}
k∈N

)
⊂ B ⊂ im Ψ

and so im Ψ = B, which completes the proof. 2
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In the following proposition we characterize infinite-dimensional closed ∗-subalgebras of
λ∞(|fk|q) (here (fk)k∈N ⊂ s is an orthonormal sequence), and consequently we obtain a charac-
terization of closed ∗-subalgebras of s (Corollary 4.19). It is possible to generalize this result for
a larger class of Köthe algebras, which seems to be a more natural approach. Nevertheless, we
will confine ourselves to the case λ∞(|fk|q), for which we already have all the tools needed.

Proposition 4.18. Let (fk)k∈N ⊂ s be an orthonormal sequence and let A be an infinite-
dimensional closed ∗-subalgebra of λ∞(|fk|q). Then

(i) there is a family {Nk}k∈N of finite nonempty pairwise disjoint sets of natural numbers such
that {

∑
j∈Nk ej}k∈N is a Schauder basis of A;

(ii) A ∼= λ∞ (maxj∈Nk |fj |q) as Fréchet ∗-algebras and the isomorphism is given by
∑
j∈Nk ej 7→

ek for k ∈ N.

Conversely, if {Nk}k∈N is a family of finite nonempty pairwise disjoint sets of natural num-
bers and B is the closed ∗-subalgebra of λ∞(|fk|q) generated by the set {

∑
j∈Nk ej}k∈N, then

(iii) (
∑
j∈Nk ej)k∈N is a Schauder basis of B;

(iv) B ∼= λ∞(maxj∈Nk |fj |q) as Fréchet ∗-algebras and the isomorphism is given by
∑
j∈Nk ej 7→

ek for k ∈ N.

Proof. In order to prove (i) and (ii) define

Φ: alg({〈·, fk〉fk}k∈N)→ λ∞(|fk|q)

by 〈·, fk〉fk 7→ ek for k ∈ N. Then, by Proposition 4.15, Φ−1(A) is a closed ∗-subalgebra
of alg({〈·, fk〉fk}k∈N), and (Pk)k∈N – the canonical Schauder basis of Φ−1(A) – consists of
projections belonging to alg({〈·, fk〉fk}k∈N). Hence, by Proposition 4.8 and Lemma 4.4(i),
Pk =

∑
j∈Nk〈·, fj〉fj for some family {Nk}k∈N of finite nonempty pairwise disjoint sets of natural

numbers, and therefore (
∑
j∈Nk ej)k∈N = (Φ(Pk))k∈N is a Schauder basis of A. Clearly, the q-th

norm of
∑
j∈Nk ej in the space A ⊂ λ∞(|fk|q) equals maxj∈Nk |fj |q. Hence, since A is a nuclear

space, we have (see e.g. [20, Cor. 28.13 and Prop. 28.16])

A ∼= λ∞
(

max
j∈Nk

|fj |q
)

as Fréchet spaces, where the isomorphism is defined by
∑
j∈Nk ej 7→ ek for k ∈ N. Hence,

A ∼= λ∞(maxj∈Nk |fj |q) also as a Fréchet ∗-algebra. Similar arguments apply to prove (iii) and
(iv). 2

Corollary 4.19. Every infinite-dimensional closed ∗-subalgebra of s is isomorphic as a Fréchet
∗-algebra to λ∞(nqk) for some strictly increasing sequence (nk)k∈N of natural numbers. Con-
versely, if (nk)k∈N is a strictly increasing sequence of natural numbers, then λ∞(nqk) is isomor-
phic as a Fréchet ∗-algebra to some infinite-dimensional closed ∗-subalgebra of s.

Proof. We apply Proposition 4.18 for fk = ek. Let {Nk}k∈N be a family of finite nonempty
pairwise disjoint sets of natural numbers. We have

max
j∈Nk

|ej |q = max
j∈Nk

jq = (max{j : j ∈ Nk})q
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for all q ∈ N0 and k ∈ N. Let σ : N → N be the bijection for which (max{j : j ∈ Nσ(k)})k∈N is
(strictly) increasing and let nk := max{j : j ∈ Nσ(k)} for k ∈ N. Then

λ∞
(

max
j∈Nk

|ej |q
)

= λ∞(nqk),

and therefore the conclusion follows from Proposition 4.18. 2

The following characterization of infinite-dimensional closed commutative ∗-subalgebras of
L(s′, s) is a straightforward consequence of Theorem 4.17 and Proposition 4.18(iv).

Theorem 4.20. Let A be an infinite-dimensional closed commutative ∗-subalgebra of L(s′, s)
and let (

∑
j∈Nk〈·, fj〉fj)k∈N be its canonical Schauder basis. Then

A ∼= λ∞
(

max
j∈Nk

|fj |q
)

as a Fréchet ∗-algebra and the isomorphism is given by
∑
j∈Nk〈·, fj〉fj 7→ ek for k ∈ N.

Corollaries 4.21, 4.22 and 4.23 are reformulations of Corollary 4.16 and Theorems 4.17, 4.20,
respectively. They summarize the content of the present section and give a full description of
closed commutative ∗-subalgebras of L(s′, s).

Corollary 4.21. Every closed maximal commutative ∗-subalgebra of L(s′, s) is isomorphic as a
Fréchet ∗-algebra to the algebra λ∞(|fk|q) for some s-complete orthonormal sequence (fk)k∈N.
Conversely, if (fk)k∈N is an s-complete orthonormal sequence, then λ∞(|fk|q) is isomorphic as
a Fréchet ∗-algebra to some closed maximal commutative ∗-subalgebra of L(s′, s).

Proof. Let A be a closed maximal commutative ∗-subalgebra of L(s′, s). By Theorem 4.11,
there is an s-complete sequence (fk)k∈N such that {〈·, fk〉fk}k∈N is the canonical Schauder basis
of A. Hence, by Proposition 4.15, A ∼= λ∞(|fk|q) as Fréchet ∗-algebras.

Now, let (fk)k∈N be an arbitrary s-complete orthonormal sequence. Then, by Proposition
4.15, alg({〈·, fk〉fk}k∈N) is isomorphic as a Fréchet ∗-algebra to λ∞(|fk|q), and, by Theorem 4.11,
alg({〈·, fk〉fk}k∈N) is maximal commutative. 2

Corollary 4.22. Every closed commutative ∗-subalgebra of L(s′, s) is isomorphic as a Fréchet
∗-algebra to some closed ∗-subalgebra of the algebra λ∞(|fk|q) for some orthonormal sequence
(fk)k∈N ⊂ s. Conversely, if (fk)k∈N ⊂ s is an orthonormal sequence, then every closed ∗-sub-
algebra of λ∞(|fk|q) is isomorphic as a Fréchet ∗-algebra to some closed commutative ∗-subalgebra
of L(s′, s).

Proof. The first assertion follows immediately from Theorem 4.17.
If now (fk)k∈N ⊂ s is an arbitrary orthonormal sequence, then according to Proposition 4.15,

λ∞(|fk|q) is isomorphic as a Fréchet ∗-algebra to alg({〈·, fk〉fk}k∈N). Consequently, every closed
∗-subalgebra of λ∞(|fk|q) is isomorphic as a Fréchet ∗-algebra to some closed ∗-subalgebra of
alg({〈·, fk〉fk}k∈N). 2

Corollary 4.23. Every infinite-dimensional closed commutative ∗-subalgebra of L(s′, s) is iso-
morphic as a Fréchet ∗-algebra to the algebra λ∞(maxj∈Nk |fj |q) for some orthonormal sequence
(fk)k∈N ⊂ s and some family {Nk}k∈N of finite nonempty pairwise disjoint sets of natural num-
bers. Conversely, if (fk)k∈N ⊂ s is an orthonormal sequence and {Nk}k∈N is a family of finite
nonempty pairwise disjoint sets of natural numbers, then λ∞(maxj∈Nk |fj |q) is isomorphic as a
Fréchet ∗-algebra to some infinite-dimensional closed commutative ∗-subalgebra of L(s′, s).



Chapter 4. Closed commutative ∗-subalgebras of L(s′, s) 35

Proof. The assertions easily follow from Corollary 4.22 and Proposition 4.18. 2

4.3 Closed commutative ∗-subalgebras of L(s′, s) with the
property (Ω)

In the present section we prove that a closed commutative ∗-subalgebra of L(s′, s) is isomorphic
as a Fréchet ∗-algebra to some closed ∗-subalgebra of s if and only if it is isomorphic as a Fréchet
space to some complemented subspace of s (Theorem 4.25), i.e. if it has the so-called property
(Ω) (see Definition 4.24 below). We also give an example of a closed commutative ∗-subalgebra
of L(s′, s) which is not isomorphic to any closed ∗-subalgebra of s (Theorem 4.32).

Definition 4.24. A Fréchet space E with a fundamental sequence (|| · ||q)q∈N0 of seminorms
has the property (Ω) if the following condition holds:

∀p ∃q ∀r ∃θ ∈ (0, 1) ∃C > 0 ∀y ∈ E′ ||y||′q ≤ C||y||′1−θp ||y||′θr ,

where E′ is the topological dual of E and ||y||′p := sup{|y(x)| : ||x||p ≤ 1}.

The property (Ω) (together with the property (DN)) plays a crucial role in the theory of
nuclear Fréchet spaces (for details, see [20, Ch. 29] and Introduction).

Recall that a subspace F of a Fréchet space E is called complemented (in E) if there is a
continuous projection π : E → E with im π = F . Since every subspace of L(s′, s) has the property
(DN) (and, by Proposition 3.2, the norm || · ||`2→`2 is already a dominating norm), Theorem
[20, Prop. 31.7] implies that a closed ∗-subalgebra of L(s′, s) is isomorphic to a complemented
subspace of s if and only if it has the property (Ω). The class of complemented subspaces of s
is still not well-understood (e.g. we do not know, whether every such subspace has a Schauder
basis – the Pełczyński problem) and, on the other hand, the class of closed ∗-subalgebras of s
has a simple description (see Corollary 4.19). Therefore, in view of Theorem 4.25, the property
(Ω) seems to be very restrictive for closed commutative ∗-subalgebras of L(s′, s).

Theorem 4.25. Let A be an infinite-dimensional closed commutative ∗-subalgebra of L(s′, s)
and let (

∑
j∈Nk〈·, fj〉fj)k∈N be its canonical Schauder basis. Then the following assertions are

equivalent:

(i) A is isomorphic as a Fréchet ∗-algebra to some closed ∗-subalgebra of s;

(ii) A is isomorphic as a Fréchet space to some complemented subspace of s;

(iii) A has the property (Ω);

(iv) ∃p ∀q ∃r ∃C > 0 ∀k maxj∈Nk |fj |q ≤ C maxj∈Nk |fj |rp.

In order to prove Theorem 4.25, we will need Propositions 4.26–4.28 and Lemma 4.30.
The following result is a consequence of nuclearity of closed commutative ∗-subalgebras of

L(s′, s).

Proposition 4.26. Let (fk)k∈N ⊂ s be an orthonormal system in `2 and for r ∈ N0 let σr : N→
N be a bijection such that the sequence (|fσr(k)|r)k∈N is non-decreasing. Then



Chapter 4. Closed commutative ∗-subalgebras of L(s′, s) 36

(i) for all p ∈ N and q ∈ N0 there exists r ∈ N such that
∞∑
k=1

|fk|q
|fk|

1/p
r

<∞;

(ii) for every p ∈ N0 there are r0 ∈ N such that

lim
k→∞

kp

|fσr(k)|r
= 0

for all r ≥ r0.

Proof. (i) Take p ∈ N and q ∈ N0. By Proposition 4.8, (〈·, fk〉fk)k∈N is a Schauder basis in
the nuclear Fréchet space lin({〈·, fk〉fk}k∈N). Hence, by the Grothendieck-Pietsch theorem (see
e.g. [20, Th. 28.15]), there is r1 ∈ N0 such that

∞∑
k=1

||〈·, fk〉fk||q
||〈·, fk〉fk||r1

<∞.

Clearly, |fk|q ≤ |fk|2q and, by Proposition 1.4, |fk|2r1 ≤ |fk|2r1 . Hence for r2 := 2r1 we get

∞∑
k=1

|fk|q
|fk|r2

≤
∞∑
k=1

|fk|2q
|fk|2r1

=
∞∑
k=1

||〈·, fk〉fk||q
||〈·, fk〉fk||r1

<∞.

By Proposition 4.14, there is r ∈ N such that

|fk|r2 ≤ |fk|1/pr ,

and therefore ∞∑
k=1

|fk|q
|fk|

1/p
r

≤
∞∑
k=1

|fk|q
|fk|r2

<∞.

(ii) Let p ∈ N. From (i) (applied to q = 0) there is r0 such that for r ≥ r0 we have
∞∑
k=1

1
|fσr(k)|

1/p
r

=
∞∑
k=1

1
|fk|

1/p
r

<∞.

Since (|fσr(k)|
1/p
r )k∈N is non-decreasing, it follows from the elementary theory of number series

that limk→∞
k

|fσr(k)|
1/p
r

= 0, whence limk→∞
kp

|fσr(k)|r
= 0. 2

Proposition 4.27. Let (aj,q)j∈N,q∈N0, (bj,q)j∈N,q∈N0 be Köthe matrices for which λ∞(aj,q) and
λ∞(bj,q) are nuclear Fréchet ∗-algebras. Then the following assertions are equivalent:

(i) λ∞(aj,q) ∼= λ∞(bj,q) as Fréchet ∗-algebras;

(ii) there is a bijection σ : N→ N such that λ∞(aσ(j),q) = λ∞(bj,q) as Fréchet ∗-algebras;

(iii) there is a bijection σ : N→ N such that λ∞(aσ(j),q) = λ∞(bj,q) as sets;

(iv) there is a bijection σ : N→ N such that

(α) ∀q ∈ N0 ∃r ∈ N0 ∃C > 0 ∀j ∈ N aσ(j),q ≤ Cbj,r,
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(β) ∀r′ ∈ N0 ∃q′ ∈ N0 ∃C ′ > 0 ∀j ∈ N bj,r′ ≤ C ′aσ(j),q′.

Proof. Denote A := λ∞(aj,q) and B := λ∞(bj,q).
(i)⇒(ii): Assume that there is an isomorphism Φ: A → B of Fréchet ∗-algebras. Clearly, if

ξ2 = ξ, then Φ(ξ) = Φ(ξ2) = (Φ(ξ))2, and the same is true for Φ−1, i.e. Φ maps the idempotents
of A onto the idempotents of B. Note also that each idempotent of A and B is a sum of pairwise
different idempotents ek. Then, for a fixed k ∈ N, there is a set I ⊂ N such that

Φ(ek) =
∑
l∈I

el

On the other hand, if ξ(l) =
∑
j∈Jl ej is the idempotent of A such that Φ(ξ(l)) = el, then

Φ

∑
l∈I

ξ(l)

 =
∑
l∈I

Φ(ξ(l)) =
∑
l∈I

el

so, by the injectivity of Φ, ∑
l∈I

∑
j∈Jl

ej =
∑
l∈I

ξ(l) = ek,

which implies that |I| = |Jl| = 1. Hence Φ(ek) = elk for some lk ∈ N, i.e. for the bijection
σ : N → N defined by lσ(k) := k we have Φ(eσ(k)) = ek. Therefore, Φ((ξσ(k))k∈N) = (ξk)k∈N for
(ξk)k∈N ∈ B (note that (eσ(k))k∈N is a Schauder basis in A and (ek)k∈N is a Schauder basis in
B), which shows (ii).

(ii)⇒(iii): Obvious.
(iii)⇒(iv): The proof follows from the observation that the identity map Id: λ∞(aσ(j),q) →

λ∞(bj,q) is continuous (use the closed graph theorem).
(iv)⇒(i): It is easy to see that Φ: A→ B defined by eσ(k) 7→ ek is an isomorphism of Fréchet

∗-algebras. 2

Proposition 4.28. Let A be an infinite-dimensional closed commutative ∗-subalgebra of L(s′, s)
and let (

∑
j∈Nk〈·, fj〉fj)k∈N be its canonical Schauder basis. Moreover, let (nk)k∈N be a strictly

increasing sequence of natural numbers and let B be the closed ∗-subalgebra of s generated by
{enk}k∈N. Then the following assertions are equivalent:

(i) A is isomorphic to B as a Fréchet ∗-algebra;

(ii) λ∞(maxj∈Nk |fj |q) ∼= λ∞(nqk) as Fréchet ∗-algebras;

(iii) there is a bijection σ : N → N such that λ∞(maxj∈Nσ(k) |fj |q) = λ∞(nqk) as Fréchet
∗-algebras;

(iv) there is a bijection σ : N→ N such that λ∞(maxj∈Nσ(k) |fj |q) = λ∞(nqk) as sets;

(v) there is a bijection σ : N→ N such that

(α) ∀q ∈ N0 ∃r ∈ N0 ∃C > 0 ∀k ∈ N maxj∈Nσ(k) |fj |q ≤ Cnrk,

(β) ∀r′ ∈ N0 ∃q′ ∈ N0 ∃C ′ > 0 ∀k ∈ N nr
′
k ≤ C ′maxj∈Nσ(k) |fj |q′.

Proof. This is an immediate consequence of Theorem 4.20 and Proposition 4.27. 2
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Remark 4.29. In view of Corollary 4.19, every closed ∗-subalgebra of s is isomorphic as a Fréchet
∗-algebra to λ∞(nqk) (i.e. the closed ∗-subalgebra of s generated by {enk}k∈N) for some strictly
increasing sequence (nk)k∈N ⊂ N, hence Proposition 4.28 characterizes closed commutative
∗-subalgebras of L(s′, s) which are isomorphic as Fréchet ∗-algebras to some ∗-subalgebra of
s.

Lemma 4.30. Let (ak)k∈N ⊂ [1,∞) be a non-decreasing sequence such that ak ≥ 2k for k big
enough. Then there exist a strictly increasing sequence (bk)k∈N ⊂ N and C > 0 such that

1
C
ak ≤ bk ≤ Ca2

k

for every k ∈ N.

Proof. Let k0 ∈ N be such that ak ≥ 2k for k > k0 and choose C ∈ N so that
1
C
ak ≤ k ≤ Ca2

k

for k ∈ N0 := {1, . . . , k0}. Denote also N1 := {k ∈ N : ak = ak0+1} and, recursively, Nj+1 :=
{k ∈ N : ak = amaxNj+1}. Clearly, Nj are finite, pairwise disjoint,

⋃
j∈N0 Nj = N and k < l for

k ∈ Nj , l ∈ Nj+1.
Let bk := k for k ∈ N0 and let

bmj+l−1 := Cdmax{a2
mj−1, amj}e+ l

for j ∈ N and 1 ≤ l ≤ |Nj |, where mj := minNj and dxe := min{n ∈ Z : n ≥ x} stands for
the ceiling of x ∈ R. We will show inductively that (bk)k∈N is a strictly increasing sequence of
natural numbers such that

1
C
ak ≤ bk ≤ Ca2

k (4.3)

for every k ∈ N.
Clearly, the condition (4.3) holds for k ∈ N0. Assume that (bk)k∈N0∪...∪Nj is a strictly

increasing sequence of natural numbers for which the condition (4.3) holds. For simplicity,
denote m := minNj+1. By the inductive assumption, we obtain bm−1 ≤ Ca2

m−1, hence

bm − bm−1 ≥ Cdmax{a2
m−1, am}e+ 1− Ca2

m−1 ≥ Ca2
m−1 + 1− Ca2

m−1 ≥ 1

so bm−1 < bm, and, clearly, bm < bm+1 < . . . < bmaxNj+1 .
Fix 1 ≤ l ≤ |Nj+1|. We have

bm+l−1 ≥ Cam = Cam+l−1 ≥
1
C
am+l−1

so the first inequality in (4.3) holds for k ∈ Nj+1. Next, by assumption, we get

am+l−1 ≥ 2(m+ l − 1), (4.4)

whence
l ≤ am−l+1 −m+ 1. (4.5)

Consider two cases. If am ≥ a2
m−1, then, from (4.5)

bm−l+1 = Cdame+ l = Cdam+l−1e+ l ≤ 2Cam+l−1 + am+l−1 −m+ 1
≤ (2C + 1)am+l−1 ≤ Ca2

m+l−1,
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where the last inequality holds because C ≥ 1 and, from (4.4), we have

am−l+1 ≥ 2(m+ l − 1) ≥ 2m ≥ 2(k0 + 1) ≥ 4.

Finally, if a2
m−1 > am, then, from (4.4), we obtain (note that, by the definition of Nj and Nj+1,

we have am−1 < am)

bm−l+1 = Cda2
m−1e+ l

≤ Cd(am − 1)2e+ l

= Cda2
m − 2am + 1e+ l

≤ C(a2
m − 2am + 2) + l

≤ Ca2
m − 2Cam + 2C + Cl

= Ca2
m+l−1 − C(2am+l−1 − 2− l)

≤ Ca2
m+l−1 − C(4(m+ l − 1)− 2− l)

= Ca2
m+l−1 − C(4m+ 3l − 6) ≤ Ca2

m+l−1.

Hence we have shown that the second inequality in (4.3) holds for k ∈ Nj+1, and the proof is
complete. 2

Now, we are ready to prove the main theorem of this section.

Proof of Theorem 4.25. (i)⇒(ii): By Corollary 4.19, each closed ∗-subalgebra of s is isomor-
phic to some complemented subspace of s (and one can prove that it is complemented in s).

(ii)⇔(iii): See e.g. [20, Prop. 31.7].
(iii)⇒(iv): By Theorem 4.20 and nuclearity (see e.g. [20, Prop. 28.16]),

A ∼= λ∞
(

max
j∈Nk

|fj |q
)

= λ1
(

max
j∈Nk

|fj |q
)

as a Fréchet ∗-algebra. Next, by [20, Lemma 27.11, Lemma 27.12], we have

A′ ∼= {η ∈ CN :
∞∑
k=1
|ξk| · |ηk| <∞ for all ξ ∈ λ1(max

j∈Nk
|fj |q)},

where the Minkowski functional || · ||′q of the polar of {ξ ∈ CN :
∑∞
k=1 |ξk| ·maxj∈Nk |fj |q ≤ 1} is

given by

||η||′q := sup
{∣∣∣∣ ∞∑

k=1
ξkηk

∣∣∣∣ :
∞∑
k=1
|ξk| ·max

j∈Nk
|fj |q ≤ 1

}
= sup

k∈N

|ηk|
maxj∈Nk |fj |q

.

Hence, the property (Ω) applied to unit vectors gives

∀l ∃m ∀n ∃0 < θ < 1 ∃C > 0 ∀k 1
maxj∈Nk |fj |m

≤ C 1
maxj∈Nk |fj |

1−θ
l maxj∈Nk |fj |θn

.

In particular, taking l = 0, we get (iv).
(iv)⇒(i): By Proposition 4.26(ii), there is p1 ≥ p and a bijection σ : N → N such that the

sequence (|fµσ(k) |p1)k∈N is non-decreasing and limk→∞
k

|fµσ(k) |p1
= 0, where p is taken from the
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condition (iv) and µk ∈ Nk is choosen so that maxj∈Nk |fj |p1 = |fµk |p1 . Then for sufficiently
large k we get k

|fµσ(k) |p1
≤ 1

2 , so
|fµσ(k) |p1 ≥ 2k. (4.6)

Consequently, for k big enough we have

max
j∈Nσ(k)

|fj |p1 = |fµσ(k) |p1 ≥ 2k

and the sequence (maxj∈Nσ(k) |fj |p1)k∈N is non-decreasing. Hence, by Lemma 4.30, there is a
strictly increasing sequence (nk)k∈N ⊂ N and C1 > 0 such that

1
C1

max
j∈Nσ(k)

|fj |p1 ≤ nk ≤ C1 max
j∈Nσ(k)

|fj |2p1 (4.7)

for every k ∈ N. Now, by the conditions (iv) and (4.7), we get that for all q there is r and
C2 := CCr1 such that

max
j∈Nσ(k)

|fj |q ≤ C max
j∈Nσ(k)

|fj |rp1 ≤ C2n
r
k

for all k ∈ N, so the condition (α) from Proposition 4.28(v) holds. Finally, by (4.7) and
Proposition 4.14 we obtain that for all r′ there is q′ and C3 := Cr

′
1 such that

nr
′
k ≤ C3 max

j∈Nσ(k)
|fj |2r

′
p1 ≤ C3 max

j∈Nσ(k)
|fj |q′

for every k ∈ N, so the condition (β) from Proposition 4.28(v) is satisfied, and therefore, by
Proposition 4.28, A is isomorphic as a Fréchet ∗-algebra to the closed ∗-subalgebra of s generated
by {enk}k∈N. 2

Lemma 4.31. For every increasing sequence (αj)j∈N ⊂ (0,∞) and every p ∈ N we have

sup
j∈N

αp−j+1
j ·

j−1∏
i=1

αi

 =
p∏
i=1

αi.

Proof. For j ≥ p+ 1 we get

αp−j+1
j ·

∏j−1
i=1 αi∏p

i=1 αi
= αp−j+1

j ·
j−1∏
i=p+1

αi =
∏j−1
i=p+1 αi

αj−p−1
j

≤ 1

and, similarly, for j ≤ p− 1 we obtain

αp−j+1
j ·

∏j−1
i=1 αi∏p

i=1 αi
=
αp−j+1
j∏p
i=j αi

≤ 1.

Since αp−p+1
p ·

∏p−1
i=1 αi =

∏p
i=1 αi, the supremum is attained for j = p, and we are done. 2

Theorem 4.32. There is a closed commutative ∗-subalgebra of L(s′, s) which is not isomorphic
to any closed ∗-subalgebra of s.
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Proof. Let mk be the k-th prime number, Nk,1 := mk, Nk,j+1 := m
Nk,j
k for j, k ∈ N. Denote

ak,1 := ck and

ak,j := ck

∏j−1
i=1 Nk,i

N j−1
k,j

for j ≥ 2, where the sequence (ck)k∈N is choosen so that ||(ak,j)j∈N||`2 = 1, i.e.

ck :=
( ∞∑
j=1

(∏j−1
i=1 Nk,i

N j−1
k,j

)2)−1/2
.

The numbers ck are well-defined, because, by Lemma 4.31,

∞∑
j=1

(∏j−1
i=1 Nk,i

N j−1
k,j

)2
=
∞∑
j=1

(
N−j+1
k,j ·

j−1∏
i=1

Nk,i

)2
=
∞∑
j=1

1
N2
k,j

(
N1−j+1
k,j ·

j−1∏
i=1

Nk,i

)2

≤ sup
j∈N

(
N1−j+1
k,j ·

j−1∏
i=1

Nk,i

)2 ∞∑
j=1

1
N2
k,j

= N2
k,1

∞∑
j=1

1
N2
k,j

< N2
k,1

∞∑
j=1

1
j2 <∞.

Finally, define an orthonormal sequence (fk)k∈N by

fk :=
∞∑
j=1

ak,jeNk,j .

We will show that alg({〈·, fk〉fk}k∈N) is a closed ∗-subalgebra of L(s′, s) which is not isomorphic
as an algebra to any closed ∗-subalgebra of s. By Theorem 4.25, it is enough to show that each
fk belongs to s and for every p, r ∈ N the following condition holds

lim
k→∞

|fk|∞,p+1
|fk|r∞,p

=∞,

where |ξ|∞,q := supj∈N |ξj |jq (see Proposition 1.5).
Note first that |fk|∞,p = ak,pN

p
k,p. In fact, by Lemma 4.31, we get

|fk|∞,p = sup
j∈N

ak,jN
p
k,j = ck sup

j∈N

Np
k,j ·

∏j−1
i=1 Nk,i

N j−1
k,j

 = ck sup
j∈N

Np−j+1
k,j ·

j−1∏
i=1

Nk,i


= ck

p∏
i=1

Nk,i = ckN
p
k,p ·

∏p−1
i=1 Nk,i

Np−1
k,p

= ak,pN
p
k,p.

In particular, fk ∈ s for k ∈ N. Next, for j, k ∈ N, we have

ak,j+1N
j
k,j+1

ak,j
=
ckN

j
k,j+1 ·

∏j

i=1 Nk,i

Nj
k,j+1

ck

∏j−1
i=1 Nk,i

Nj−1
k,j

=
∏j
i=1Nk,i∏j−1
i=1 Nk,i

Nj−1
k,j

= N j
k,j .

Moreover, for every j, r ∈ N we get

Nk,j+1
N r
k,j

= m
Nk,j
k

N r
k,j

≥ 2Nk,j
N r
k,j

−−−→
k→∞

∞,
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and clearly ak,j ≤ 1 for j, k ∈ N. Hence, for p, r ∈ N we obtain

|fk|∞,p+1
|fk|r∞,p

=
ak,p+1N

p+1
k,p+1

ark,pN
pr
k,p

=
ak,p+1N

p
k,p+1

ak,p
· 1
ar−1
k,p

· Nk,p+1
Npr
k,p

= Np
k,p ·

1
ar−1
k,p

· Nk,p+1
Npr
k,p

≥ Nk,p+1
Npr
k,p

−−−→
k→∞

∞,

which is the desired conclusion. 2

4.4 Orthogonally complemented closed commutative
∗-subalgebras of L(s′, s)

It would be interesting to describe commutative ∗-subalgebras of L(s′, s) which are complemented
(in L(s′, s)). This problem does not seem to be so easy to solve because, in general, a projection
on L(s′, s) has nothing in common with the algebraic structure of L(s′, s). In this section we
shall consider commutative ∗-subalgebras of L(s′, s) which are complemented in a very specific
way – the so-called orthogonally complemented subalgebras (see Definition 4.33).

We first characterize closed commutative orthogonally complemented ∗-subalgebras in terms
of their canonical Schauder bases (Proposition 4.36). Next, we consider the class of closed max-
imal commutative orthogonally complemented ∗-subalgebras of L(s′, s) isomorphic as Fréchet
∗-algebras to s (Theorem 4.37). It appears that closed maximal commutative orthogonally com-
plemented ∗-subalgebras A of L(s′, s) isomorphic to s are exactly those for which there exists
an algebra isomorphism T : L(s′, s)→ L(s′, s) preserving orthogonality, which maps A onto the
subalgebra of diagonal operators (Corollary 4.38). We also give an example of a closed max-
imal commutative ∗-subalgebra of L(s′, s) isomorphic as a Fréchet ∗-algebra to s which is not
orthogonally complemented in L(s′, s) (Theorem 4.39).

Definition 4.33. A linear map π : L(s′, s) → L(s′, s) is said to be an orthogonal projection
if there is a continuous projection π̃ : HS(`2) → HS(`2) which is orthogonal with respect to
the Hilbert-Schmidt scalar product and satisfies π̃|L(s′,s) = π. A linear subspace A of L(s′, s)
is called orthogonally complemented (in L(s′, s)) if A = im π for some orthogonal projection
π : L(s′, s)→ L(s′, s).

Recall that HS(`2) stands for the space of Hilbert-Schmidt operators, i.e.

HS(`2) := S2(`2) := {x ∈ K(`2) : (sk(x))k∈N ∈ `2},

where (sk(x))k∈N is the sequence of singular numbers of x. The space HS(`2) with a scalar
product defined by

〈x, y〉HS :=
∞∑
k=1
〈xek, yek〉

becomes a Hilbert space. The corresponding hilbertian norm is denoted by ν2, i.e.

ν2(x) := (〈x, x〉HS)1/2 =
( ∞∑
k=1
||xek||2`2

)1/2
.

Remark 4.34. Clearly, an orthogonal projection π on L(s′, s) is a (continuous) projection in the
sense that π2 = π. Hence, every orthogonally complemented ∗-subalgebra of L(s′, s) has (Ω)
(see Theorem 0.4) and can be embedded isomorphically as a closed ∗-subalgebra into the Fréchet
∗-algebra s (Theorem 4.25).
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Remark 4.35. Let (Pk)k∈N be a sequence of nonzero pairwise orthogonal finite dimensional (self-
adjont) projections on `2 and let dk denote the dimension of imPk for k ∈ N. Then

(
d−1
k Pk

)
k∈N

is an orthonormal basis of the Hilbert space linHS({Pk}k∈N) (the closed linear span of {Pk}k∈N
in the topology of (HS(`2), ν2)), hence the map π̃ : HS(`2)→ HS(`2),

π̃x :=
∞∑
k=1

d−1
k 〈x, Pk〉HSPk, (4.8)

is a continuous orthogonal projection onto linHS({Pk}k∈N). If, moreover, π̃(L(s′, s)) ⊆ L(s′, s),
then, by the closed graph theorem for Fréchet spaces and Lemma 3.5, the map

π := π̃|L(s′,s)
: L(s′, s)→ L(s′, s)

is a continuous orthogonal projection onto A := linL(s′,s)({Pk}k∈N) = alg({Pk}k∈N), and thus A
is orthogonally complemented in L(s′, s).

On the other hand, if alg({Pk}k∈N) is orthogonally complemented in L(s′, s), then one can
easily check that the corresponding orthogonal projection π̃ : HS(`2) → HS(`2) is defined by
(4.8).

In the following Proposition we characterize orthogonally complemented commutative ∗-sub-
algebras of L(s′, s) among all closed commutative ∗-subalgebras of L(s′, s).

Proposition 4.36. Let A be an infinite-dimensional closed commutative ∗-subalgebra of L(s′, s)
and let (Pk)k∈N = (

∑
j∈Nk〈·, fj〉fj)k∈N be its canonical Schauder basis. Then the following

assertions are equivalent:

(i) A is orthogonally complemented;

(ii) for all q ∈ N0 and for all x ∈ L(s′, s)

sup
k∈N

|〈x, Pk〉HS |
|Nk|

· ||Pk||q <∞;

(iii) for all q ∈ N0 and for all x ∈ L(s′, s)

sup
k∈N

1
|Nk|

∣∣∣∣∣∣
∑
j∈Nk

〈xfj , fj〉

∣∣∣∣∣∣ ·max
j∈Nk

|fj |q <∞.

Proof. (i)⇒(ii): If A is orthogonally complemented in L(s′, s) then, by Remark 4.35, the
corresponding orthogonal projection π : L(s′, s)→ L(s′, s) is given by

πx :=
∞∑
k=1

1
|Nk|
〈x, Pk〉HSPk.

Now, from Lemma 3.5 it follows that the series above is absolutely convergent for all x ∈ L(s′, s),
and therefore (ii) holds.

(ii)⇒(i): Assume that the condition (ii) is satisfied. Since the space A = alg({Pk}k∈N) is
a nuclear Fréchet space (as a closed subspace of the nuclear Fréchet space L(s′, s)), the space
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λ∞(||Pk||q) ∼= alg({Pk}k∈N) (see Theorem 4.9) is nuclear as well. Hence, by the Grothendieck-
Pietsch theorem (see e.g. [20, Th. 28.15]), for given q ∈ N0 one can find r ∈ N0 such that

∞∑
k=1

||Pk||q
||Pk||r

<∞,

whence, by assumption,
∞∑
k=1

|〈x, Pk〉HS |
|Nk|

||Pk||q ≤ sup
k∈N

|〈x, Pk〉HS |
|Nk|

· ||Pk||r ·
∞∑
k=1

||Pk||q
||Pk||r

<∞.

for all x ∈ L(s′, s). This shows that for the orthogonal projection π̃ : HS(`2)→ HS(`2) defined
by (4.8) we have π̃(L(s′, s)) ⊆ L(s′, s), and thus, by Remark 4.35, A is orthogonally comple-
mented in L(s′, s).

(ii)⇔(iii): Take x ∈ HS(`2) and fix an orthonormal basis {f̃j}j∈N := {fj}j∈N ∪ {gj}j∈N of
`2 extending the orthonormal system {fj}j∈N. First note that for k ∈ N we have

〈x, Pk〉HS =
∞∑
j=1
〈xf̃j , Pkf̃j〉 =

∑
j∈Nk

〈xfj , fj〉,

because the Hilbert-Schmidt scalar product does not depend on the choice of an orthonormal
basis (see e.g. [20, Prop. 16.16(2)]). Hence,

|〈x, Pk〉HS |
|Nk|

= 1
|Nk|

∣∣∣∣∣∣
∑
j∈Nk

〈xfj , fj〉

∣∣∣∣∣∣ ,
Moreover, by Theorems 4.9 and 4.20

λ∞(||Pk||q) ∼= λ∞(max
j∈Nk

|fj |q),

as Fréchet ∗-algebras and the isomorphism is given by ek 7→ ek. Therefore,

λ∞(||Pk||q) = λ∞(max
j∈Nk

|fj |q),

which completes the proof. 2

Now, we shall focus on maximal commutative orthogonally complemented ∗-subalgebras of
L(s′, s) isomorphic to s as Fréchet ∗-algebras.

Theorem 4.37. Let (fk)k∈N be an s-complete sequence such that λ∞(|fσ(k)|q) = s as a Fréchet
∗-algebra for some bijection σ : N → N and let u : `2 → `2 be given by uek := fσ(k) for k ∈ N.
Then the following conditions are equivalent:

(i) u ∈ L(s) ∩ L(s′);

(ii) supk∈N |〈xfk, fk〉| |fk|q <∞ for all x ∈ L(s′, s) and all q ∈ N0;

(iii) (〈η, fσ(k)〉)k∈N ∈ s for all η ∈ s;

(iv) u(s) = s;

(v) (fk)k∈N is a Schauder basis of s;
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(vi) for all q ∈ N0 there is r ∈ N0 such that supk∈N |fk|′r|fk|q <∞;

(vii) alg({〈·, fk〉fk}k∈N) is orthogonally complemented in L(s′, s).

Proof. First note that, by Proposition 4.28, there is a bijection σ : N→ N such that

(α) ∀q ∈ N0 ∃r ∈ N0 ∃C > 0 ∀k ∈ N |fσ(k)|q ≤ Ckr;

(β) ∀r′ ∈ N0 ∃q′ ∈ N0 ∃C ′ > 0 ∀k ∈ N kr
′ ≤ C ′|fσ(k)|q′ .

(i)⇒(ii): Let ũ : s′ → s′ be the continuous extension of u (see (2.1)) and let us recall that,
by Proposition 2.1, u∗ ∈ L(s). Hence for x ∈ L(s′, s) we get

〈xfσ(k), fσ(k)〉 = 〈xũek, uek〉 = 〈u∗xũek, ek〉,

and thus the condition (α) shows that for every q ∈ N0 there are r ∈ N0 and C > 0 such that

|〈xfσ(k), fσ(k)〉| |fσ(k)|q ≤ C|〈u∗xũek, ek〉|kr.

Now, since u∗xũ ∈ L(s′, s), we obtain

sup
k∈N
|〈u∗xũek, ek〉|kr ≤ sup

k∈N
||u∗xũek||`2 · ||ek||`2kr ≤ C ′ sup

k∈N
|ek|′rkr = C ′

for some C ′ > 0, which completes the proof.
(ii)⇒(iii): For η = 0 the conclusion is trivially satisfied. If η ∈ s \ {0}, then we define

x := 〈·, η〉η. Clearly, x ∈ L(s′, s) and

|〈xfσ(k), fσ(k)〉|1/2 = |〈〈fσ(k), η〉η, fσ(k)〉|1/2 = |〈η, fσ(k)〉|.

Therefore, by the condition (β), for every r′ ∈ N0 there are q′ ∈ N0 and C ′ > 0 such that

|〈η, fσ(k)〉|kr
′ ≤ C ′|〈η, fσ(k)〉| · |fσ(k)|q′ = C ′|〈xfσ(k), fσ(k)〉|1/2 · |fσ(k)|q′

≤ C ′(|〈xfσ(k), fσ(k)〉| · |fσ(k)|2q′)1/2,

where the last inequality follows from Proposition 1.4. Hence, by assumption, (〈η, fσ(k)〉)k∈N ∈ s.
(iii)⇒(iv): By the condition (α), we obtain u(s) ⊆ s, so we only need to prove that s ⊆ u(s).

To do this we first show that
η =

∞∑
k=1
〈η, fσ(k)〉fσ(k) (4.9)

for all η ∈ s and the series converges in the norm || · ||`2 .
Take η ∈ s. Clearly, if {fσ(k)}k∈N is an orthonormal basis of `2, then (4.9) holds. If it is not

the case, we may find an orthonormal system {gk}k∈N in `2 such that {fσ(k)}k∈N ∪ {gk}k∈N is
an orthonormal basis of `2. Then

η =
∞∑
k=1
〈η, fσ(k)〉fσ(k) +

∑
k∈N
〈η, gk〉gk

(the series converges in the norm || · ||`2). Notice that (iii) and (α) imply that the first series is
absolutely convergent in s, and consequently γ :=

∑
k∈N 〈η, gk〉gk ∈ s. But γ is orthogonal to

each fσ(k) and {fσ(k)}k∈N is s-complete, so γ = 0, and thus (4.9) holds.
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Now, by assumption and (4.9), we get

η = u

( ∞∑
k=1
〈η, fσ(k)〉ek

)
, where

∞∑
k=1
〈η, fσ(k)〉ek ∈ s,

hence s ⊆ u(s).
(iv)⇒(v): Since u(s) = s, u : `2 → `2 has dense range. Moreover, u preserves the scalar

product and thus u is unitary. Now the conclusion follows by [34, Remark 1]. We include the
proof for completeness.

For η ∈ s take ξ ∈ s such that η = uξ. Then

η =
∞∑
k=1
〈η, fσ(k)〉fσ(k)

(the series converges in the norm || · ||`2→`2) and, since u is unitary, we have 〈η, fσ(k)〉 = 〈ξ, ek〉 =
ξk, so (〈η, fσ(k)〉)k∈N ∈ s. Hence, the condition (α) shows that for every q ∈ N0 there are r ∈ N0
and C > 0 such that

∞∑
k=1
|〈η, fσ(k)〉| |fσ(k)|q ≤ C

∞∑
k=1
|〈η, fσ(k)〉|kr <∞,

and thus the series
∑∞
k=1〈η, fσ(k)〉fσ(k) is absolutely convergent in s. Moreover, by orthogonality,

it is easily seen that there is no other representations
∑
ckfk, so (fk)k∈N is a Schauder basis of

s.
(v)⇒(i): First observe that the assumption implies that (fσ(k))k∈N is an orthonormal basis

of `2, and therefore u is unitary.
By (α), for η ∈ s and q ∈ N0 we obtain

|u(η)|q =
∣∣∣∣∣
∞∑
k=1
〈u(η), fσ(k)〉fσ(k)

∣∣∣∣∣
q

=
∣∣∣∣∣
∞∑
k=1
〈η, u∗(fσ(k))〉fσ(k)

∣∣∣∣∣
q

≤
∞∑
k=1
|〈η, ek〉| |fσ(k)|q

≤ C|η|r+2

∞∑
k=1
|ek|′r+2k

r = C|η|r+2

∞∑
k=1

1
k2 <∞,

hence u(s) ⊂ s.
Next, by assumption, for every η ∈ s there is a unique sequence (ck)k∈N of complex numbers

such that η =
∑∞
k=1 ckfσ(k), and, by the Dynin-Mityagin theorem (see e.g. [20, Th. 28.12]), the

series is convergent absolutely in s. On the other hand, since (fσ(k))k∈N is an orthonormal basis
of `2, it follows that

η =
∞∑
k=1
〈η, fσ(k)〉fσ(k)

(a priori, the series converges in the norm || · ||`2→`2), and thus ck = 〈η, fσ(k)〉. By the condition
(β), for every r′ ∈ N0 there are q′ ∈ N0 and C ′ > 0 such that

∞∑
k=1
|〈η, fσ(k)〉|kr

′ ≤ C ′
∞∑
k=1
|〈η, fσ(k)〉| |fσ(k)|q′ <∞,

i.e. (〈η, fσ(k)〉)k∈N ∈ s. Consequently, since

u∗(η) = u−1(η) = u−1
( ∞∑
k=1
〈η, fσ(k)〉fσ(k)

)
=
∞∑
k=1
〈η, fσ(k)〉ek,
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u∗(s) ⊂ s.
We have proved that u ∈ L∗(s) (see (2.2) for definition), and thus, by Proposition 2.1,

u ∈ L(s) ∩ L(s′).
(v)⇔(vi): Easily follows from the Dynin-Mityagin theorem (see [21, remark after Th. 9]).
(ii)⇔(vii): This is an immediate consequence of Proposition 4.36. 2

Corollary 4.38. Let A be a maximal commutative ∗-subalgebra of L(s′, s) isomorphic (as a
Fréchet ∗-algebra) to s. The following assertions are equivalent:

(i) A is orthogonally complemented;

(ii) there is a unitary map u : `2 → `2, u(s) = s such that

T : L(s′, s)→ L(s′, s), T (x) := u∗xu,

is a Fréchet ∗-algebra isomorphism preserving orthogonality (i.e. 〈x, y〉HS = 〈Tx, Ty〉HS)
which maps A onto the ∗-subalgebra

D :=
{ ∞∑
k=1

ξk〈·, ek〉ek : (ξk)k∈N ∈ s
}

of diagonal operators in L(s′, s);

(iii) there is a Fréchet ∗-algebra isomorphism T : L(s′, s) → L(s′, s) preserving orthogonality
such that T (A) = D.

Proof. (i)⇒(ii): By assumption, Theorem 4.11 and Corollary 4.16, there is an s-complete
sequence (fk)k∈N such that

s ∼= A ∼= λ∞(|fk|q)k∈N)

as Fréchet ∗-algebras. Hence, by Proposition 4.27, we get λ∞(|fσ(k)|q) = s (as Fréchet ∗-
algebras) for some bijection σ : N→ N. Therefore, by Theorem 4.37 (the implications (vii)⇒(i)
and (vii)⇒(iv)), the map

u : `2 → `2, uek := fσ(k)

is unitary and u|s : s → s is a continuous automorphism of s. Now, it is easy to show that
T : L(s′, s)→ L(s′, s) defined by T (x) := u∗xu has the desired properties.

(ii)⇒(iii): Obvious.
(iii)⇒(i): Since D is orthogonally complemented with the projection

π : L(s′, s)→ L(s′, s), π(x) :=
∞∑
k=1
〈xek, ek〉〈·, ek〉ek,

it follows that T−1 ◦ π ◦ T is the orthogonal projection onto A. 2

Our next result shows that the algebra s can be embedded in L(s′, s) in a non-orthogonally
way. In particular, there are closed commutative ∗-subalgebras of L(s′, s) isomorphic to a com-
plemented subspace of s (i.e. with the property (Ω)) which are not orthogonally complemented
in L(s′, s).

Theorem 4.39. There is a closed commutative ∗-subalgebra of L(s′, s) isomorphic as a Fréchet
∗-algebra to s which is not orthogonally complemented in L(s′, s).
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Proof. By Corollary 4.16, Proposition 4.28 and Theorem 4.37, it is enough to find an orthonor-
mal basis (fk)k∈N ⊂ s of `2 which is not a Schauder basis of s and such that λ∞(|fk|q) ∼= s as a
Fréchet ∗-algebra.

Let

fk :=


1√
2(e2j! + e2(j+1)!−1) for k = 2j!, j ∈ N,

1√
2(e2j! − e2(j+1)!−1) for k = 2(j+1)! − 1, j ∈ N,

ek otherwise.

Clearly, {ek}k∈N ⊂ lin({fk}k∈N), so {fk}k∈N is linearly dense in `2, i.e. (fk)k∈N is an orthonormal
basis of `2.

Suppose that (fk)k∈N is a Schauder basis of s. Then ξ 7→ 〈ξ, fk〉 for k ∈ N are coefficient
functionals, and therefore, by the Dynin-Mityagin theorem (see [21, remark after Th. 9]), for
every q ∈ N0 there is r ∈ N0 such that

sup
k∈N
|fk|′∞,r|fk|∞,q <∞, (4.10)

where |ξ|′∞,q := supj∈N |ξj |j−q and |ξ|∞,q := supj∈N |ξj |jq (see also Proposition 1.5). For q ∈ N0
we easily compute

|f2j! |∞,q = 1√
2

(2(j+1)! − 1)q and |f2j! |′∞,q = 1√
2

2−qj!.

Hence for q = 1 and r ∈ N0 we obtain

|f2j! |′∞,r|f2j! |∞,q = 1
22−rj! · (2(j+1)! − 1) ≥ 1

42(j+1)!−rj! = 1
42j!(j+1−r) →∞

as j →∞. Thus the condition (4.10) is not satisfied, a contradiction. Therefore, (fk)k∈N is not
a Schauder basis of s.

It remains to prove that λ∞(|fk|q) ∼= s. Let σ : N→ N be a bijection for which the sequence
(|fσ(k)|∞,1)k∈N is non-decreasing. For j ∈ N let

Aj := {|fσ(k)|∞,1 : 2j! + 1 ≤ k ≤ 2(j+1)!}

and let

Bj := {2j! + 2, 2j! + 3, . . . , 2(j+1)! − 2} ∪ { 1√
2

(2(j+1)! − 1)} ∪ {2(j+1)! + 1}.

We will show inductively that Aj = Bj .
An easy computation shows that for q ∈ N

|fk|∞,q =
{ 1√

2(2(j+1)! − 1)q for k = 2j! or k = 2(j+1)! − 1, j ∈ N,
kq otherwise.

(4.11)

Hence |fσ(1)|∞,1 = 1, |fσ(2)|∞,1 = |fσ(3)|∞,1 = 3
√

2
2 , |fσ(4)|∞,1 = 5 so A1 = B1 = {3

√
2

2 , 5} and
the conclusion holds for j = 1.

Now, let us assume that Aj−1 = Bj−1. Then, in particular, |fσ(2j!)|∞,1 = maxAj−1 = 2j! +1,
and therefore, since for j ≥ 2 we have

2j! + 2 < 1√
2

(2(j+1)! − 1) < 2(j+1)! − 1, (4.12)
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it follows that minAj = minBj = 2j! + 2. Clearly, |Bj | = 2(j+1)! − 2j! − 1 and 1√
2(2(j+1)! − 1)

occurs in the sequence (|fσ(k)|∞,1)k∈N two times. But Aj is indexed by 2(j+1)! − 2j! numbers, so
by (4.12) we have 1√

2(2(j+1)! − 1) ∈ Aj and therefore Aj = Bj .
Now, comparing the elements of sets Aj and Bj , it is easy to see that k−1 ≤ |fσ(k)|∞,1 ≤ k+1

for all k ∈ N. Moreover, by (4.11), for every q ∈ N0 there is a constant C > 0 such that
|fk|∞,q ≤ C|fk|q∞,1 for all k ∈ N. Hence, for k ∈ N we have

|fσ(k)|∞,q ≤ C|fσ(k)|
q
∞,1 ≤ C(k + 1)q ≤ 2qCkq

and also for k ≥ 2

kr
′ ≤ 2r′(k − 1)r′ ≤ 2r′ |fσ(k)|r

′
∞,1 ≤ 2r′C ′|fσ(k)|∞,q′ ,

where the last inequality follows from Proposition 4.14. The case k = 1 (i.e. 1 = |fσ(1)|∞,1) is
trivial. Hence, by Propositions 1.5 and 4.28, λ∞(|fk|q) ∼= s. 2



Chapter 5
Functional calculus in L(s′, s)

If x is a normal operator in L(s′, s) ⊂ K(`2) with spectral representation x =
∑
k∈N λkPk and f is

a continuous function on the spectrum σ(x) of x vanishing at zero, then the continuous functional
calculus for normal operators provides a uniquely determined operator f(x) :=

∑
k∈N λkPk ∈

K(`2) (see e.g. [20, Prop. 17.20]). Recall that, by Proposition 1.20, the spectrum of x (in
L(s′, s)1) coincides with the spectrum of x in L(`2) (and thus also in K(`2)).

In this chapter, we want to describe those functions f for which f(x) is again in L(s′, s) (see
Theorem 5.2 and Corollary 5.3). Moreover, it turns out that for a normal operator x ∈ L(s′, s)
and a Hölder continuous at zero function f : σ(x) → C with f(0) = 0, we have f(x) ∈ L(s′, s)
as well (Proposition 5.1).

From the general theory of Fréchet locally m-convex algebras we get the holomorphic func-
tional calculus on L(s′, s) (see Prop. 1.9 and [25, Lemma 1.3], [36, Th. 12.16]). More precisely, if
x is an arbitrary operator in L(s′, s) and f is a holomorphic function on an open neighborhood
U of σ(x) with f(0) = 0, then f(x) ∈ L(s′, s), and moreover the map Φ: H0(U) → L(s′, s),
f 7→ f(x), is a continuous algebra homomorphism (H0(U) stands for the space of holomorphic
functions on U vanishing at zero).

It is worth mentioning that Blackadar and Cuntz developed a C∞-functional calculus on
some dense subalgebras of C∗-algebras (see [2, Prop. 6.4 and p. 277]). Unfortunately, it seems
that L(s′, s) does not fit to their theory.

Recall that a function f : X → C (X ⊂ C, 0 ∈ X) is Hölder continuous at zero if there are
θ ∈ (0, 1] and C > 0 such that |f(t) − f(0)| ≤ C|t|θ for all t in a neighborhood of zero. Let
us note that every function which is differentiable at zero is also Hölder continuous at zero. As
an immediate consequence of Theorem 3.1, we get the following Hölder continuous functional
calculus for normal operators in L(s′, s).

Theorem 5.1. If x ∈ L(s′, s) ⊂ K(`2) is normal, then for every Hölder continuous at zero
function f : σ(x)→ C with f(0) = 0, we have f(x) ∈ L(s′, s) as well. In particular:

(i) if x is positive (i.e. σ(x) ⊂ [0,∞)) and θ ∈ (0,∞), then xθ ∈ L(s′, s);

(ii) |x| ∈ L(s′, s);

(iii) if x is self-adjoint (i.e. x∗ = x), then x+ := (|x|+ x)/2, x− := (|x| − x)/2 ∈ L(s′, s).
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Proof. Let x =
∑
k∈N λkPk ∈ L(s′, s) be normal and let f : σ(x)→ C be Hölder continuous at

zero with f(0) = 0. Then |f | ≤ C| · |θ for some C > 0 and θ ∈ (0, 1]. Hence, by Corollary 3.6,∑
k∈N
||f(λk)Pk||q ≤ C

∑
k∈N
|λk|θ||Pk||q <∞.

So, again from Corollary 3.6, it follows that f(x) =
∑
f(λk)Pk ∈ L(s′, s).

To prove (i), observe that f : [0,∞) → C, f(x) := xθ, is Hölder continuous for every θ ∈
(0,∞). Then |x| =

√
x∗x ∈ L(s′, s), since x∗x ≥ 0. Finally the functions f+, f−, f+(x) :=

max{x, 0}, f−(x) := max{−x, 0} are also Hölder continuous at zero. 2

For a normal operator x in L(s′, s) with spectral representation x =
∑∞
k=1 λkPk, we define

the function space

Cs(σ(x)) := {f : σ(x)→ C : f(0) = 0, (f(λk))k∈N ∈ λ∞(||Pk||q)}.

It is easy to show that the space Cs(σ(x)) with the system (cq)q∈N0 ,

cq(f) := sup
k∈N
|f(λk)| ||Pk||q,

of seminorms, pointwise multiplication and conjugation is a Fréchet ∗-algebra.

Theorem 5.2. If x is an infinite-dimensional normal operator in L(s′, s) with spectral repre-
sentation x =

∑∞
k=1 λkPk, then the map

Φ : Cs(σ(x)) −→ alg(x), Φ(f) := f(x) =
∞∑
k=1

f(λk)Pk,

is a Fréchet ∗-algebra isomorphism such that Φ(id) = x.

Proof. By Theorem 4.9, Φ is well defined, and of course Φ(id) = x and Φ(f) = Φ(f)∗. The space
alg(x) is a nuclear Fréchet space (as a closed subspace of the nuclear Fréchet space L(s′, s))
so λ∞(||Pk||q) ∼= alg(x) (see Theorem 4.9) is a nuclear Fréchet space as well. Thus, by the
Grothendieck-Pietsch theorem (see e.g. [20, Th. 28.15]), for given q ∈ N0 one can find r ∈ N0
such that C :=

∑∞
k=1

||Pk||q
||Pk||r <∞. Hence

||Φ(f)||q ≤
∞∑
k=1
|f(λk)| ||Pk||q =

∞∑
k=1
|f(λk)| ||Pk||r

||Pk||q
||Pk||r

≤ sup
k∈N
|f(λk)| ||Pk||r ·

∞∑
k=1

||Pk||q
||Pk||r

= Ccr(f).

Thus Φ is continuous.
Clearly, Φ is injective. To prove that it is also surjective, take y ∈ alg(x). By Theorem

4.9, (Pk)k∈N is a Schauder basis, so there is a sequence (µk)k∈N such that y =
∑∞
k=1 µkPk. Let

g(λk) := µk for k ∈ N. Then

sup
k∈N
|g(λk)| ||Pk||q = sup

k∈N
|µk| ||Pk||q <∞,

hence g ∈ Cs(σ(x)), and of course, Φ(g) = y.
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For a normal operator x ∈ K(`2) we define the C∗-algebra

C0(σ(x)) := {f : σ(x) −→ C : f is continuous and f(0) = 0}.

Theorem 5.2 shows, in particular, that for a fixed normal operator x ∈ L(s′, s), f(x) ∈ L(s′, s)
for all f ∈ Cs(σ(x)). The following result shows that Cs(σ(x)) is the biggest subspace of C0(σ(x))
with this property.

Corollary 5.3. Let x be a normal operator belonging to L(s′, s) and let f ∈ C0(σ(x)). Then
f(x) ∈ L(s′, s) if and only if f ∈ Cs(σ(x)).

Proof. Let
∑∞
k=1 λkPk be spectral representation of x. By Theorem 5.2, f ∈ Cs(σ(x)) implies

that f(x) ∈ L(s′, s). Conversely, if f(x) =
∑∞
k=1 f(λk)Pk ∈ L(s′, s), then by Corollary 3.6,∑∞

k=1 |f(λk)| ||Pk||q < ∞ for every q ∈ N0. Hence, supk∈N |f(λk)| ||Pk||q < ∞, and thus
f ∈ Cs(σ(x)). 2
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